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Abstract

Sound content description is one of the aims of MRREG-7 initiative. Although MPEG-7 focuses on indgleg and
retrieval of audio, there are other sound conteedal processing applications waiting to be devalapee we have
a robust set of descriptors and structures foripgtthem into relation, and for expressing semanbacerns about
sound. Spectral Modeling techniques provide oneblesframework for extracting and organizing sounshtent
descriptions. In this paper we will introduce onaricular approach to spectral modeling, then wk priesent some
sound descriptors that can be derived from thenorider to develop sound descriptions, and we wiladiss the
features of a structure for organizing the inforioatthat can be derived from them (a so called “Erg#tion
Scheme”). All of our current descriptors can be siolered low- or mid-level, thus we will not covere high level
description of music (musical forms and stylesesobf characters in a movie, etc.) which is aldevant in MPEG-7
indeed. The descriptors proposed are the reswtsafund analysis based on a spectral modeling tqaknand for all
of them we have devised automatic extraction proces. The Description Scheme we present is interiddsk a
generic one that, based on a hierarchical (andredeei in some places) structure, can describe satnultiple
levels of detail, addressing both syntactic (stmat) and semantic (content) ways for describingrs

1. Introduction

MPEG-7 is an standardization initiative of the Muri Pictures Expert Group that, instead of focusimg
audio coding like MPEG-1, MPEG-2 and MPEG-4, is me# be an standardization of the way to
describe sound [1]. The main application for MPEG¥HOuld be the content-based indexing and retrieval
of audio, or of any other media. Although conteaskbd audio descriptions can prove extremely frlitfu
conventional tasks as audio editing, music comppssound effects selection, or video cueing, thay c
also open new possibilities for live music mixingdaDJing, sound signaturing for copyright proteatio
music commercial assessment and recommendationt bgeed TV scheduling, etc.

Audio content extraction and managing can be adadeby different, sometimes overlapping, and
anyway non-exclusive means: there are traditiongha processing techniques, computational auditory
scene analysis techniques, statistical technigess, [2, 3, 4, 5, 6]. There are also manual keyword
labeling techniques and thesauri that can work gyisécally with automatic techniques in order telp
to describe and organize more thoroughly the cant#naudio material. The key issue here is that
MPEG-7 will not standardize the way to obtain thedgscriptions nor how to use them, but only the
descriptions and the way for structuring them.

Describing sound content involves using proceduteshniques, and data, that have been found and
developed in different research areas (i.e. sigmatessing, music cognition, artificial intelligemcetc.),
in order to solve problems &ound segregation(components of sound mixes need to be identified i
order to describe them separately [7§egmentation(time-localized abrupt changes in significative
parameters of sound have to be detected and dledsi diagnostic cues for understanding changes in
the content of the sonic flow)Sound event and source characterizati@@etecting pitch notes and



durations, chords, expressive gestures as vibrategato playing, or identifying the gender and agjex
speaker, are at the basis of describing the mo#ocellements of a stream of sound), Auditory Scene
Analysis and Music Analysiginterconnecting the individualized sonic elememis complex sonic
environments into a global and abstract picturdiere roles, functions, and relationships are defjne

Our work on sound analysis inside the SMS (Specividdeling Synthesis) framework [8] or
sinusoidal models in general [9], and the toolsiveee developed so far, make possible to manageakeve
measures that can be considered as being usefgrip&ss for the content of sound. They will be
presented in the next section although, as we thtéis paper to be of broad interest, we will noepent
the extraction methods. The descriptors we use lmarcomputed in different flavors, depending on
specific needs. Thus, we can consider an instaotahealue for them, a variation value for expregsin
differences between pairs of contiguous or sepdr&t@mes, an average value, for describing conéént
longer time scales, and, associated with that ay&ra variance value, expressing the variabilitythof
values at such a longer time scale. As it has bgeown in relevant literature [2, 10] combinations o
them can be used as a basis for elaborating hitghexl- descriptions that approximate ordinary ways o
referring to sounds in search, classification, snathsformation tasks.

Complementarily, audio content descriptions needhg for structuring and handling those descriptors
together with the additional information that couté derived from them; we will discuss in another
section the characteristics of suchdascriptor schemeconsidering that sound descriptions not only
describe high level features (i.e. search for malies, or for guitar solos), but also macro-stuet and
micro-structural (search for timbres with similaanations in the partial amplitudes along time, for
example). As we will see, the description of an iaufile with the help of spectral models can be @oat
multiple levels: we can describe it frame-by-frameéth so-called instantaneous or low level desaipt
but also can be done at a higher scale, taking dotasideration a temporaegmenbf a file or stream, or
a spectrakregion along a segment. We believe that the efficientleitation of such a kaleidoskopical
representation of sound can yield descriptionsméifly musical) sound content that will be usahte i
multimedia applications.

2. Spectral models for sound description

There are several sound analysis techniques thatbeaused to obtain content descriptions (wavelets,
LPC, cochleograms...) one of them being the spectrallysis based on a sinusoidal plus residual
decomposition, SMS [11]. In this type of analysige compute the short-time Fourier analysis (STFT) o
the sound, from which we derive a time-continuoapnresentation of the sound in the form of sinusbida
tracks that follow the harmonic (or inharmonic) gtture of the sound. This sinusoidal component is
subtracted from the original sound, obtaining adeal signal that can be modeled with different sal
approximation techniques. Contrasting with othealgsis techniques, as for example wavelets or LPC,
such kind of representation is very intuitive frotine point of view of a final end user of an audio
database or audio processing software, and candmerguite more effective by deriving other attriésit

or descriptors in a hierarchical way, in order teeperve the information available at the lowestelsv
Thus, we start with basic, and sometimes not qa#eantic descriptions (as can be the “amplitude of
sinusoidal track number three”), but we can endchwitid- and high- level descriptors closely related
the ways we use to talk about sound (as can béné&apsattack with a long sustained vibrato”).

Low-level descriptors of sound content

The descriptors that we use constitute a set fosiraple parameterization that accounts for the
microstructure of a sound. In this set there areyvieasic parameters likenstantaneous frequency
amplitude and phase of each partehd theinstantaneous spectral characteristics of the residsignal
But, starting from them, there are also other ukéfistantaneous attributes that give a higher level
abstraction of the sound characteristics, and thalt be listed below. These attributes are easily
calculated at each analysis frame from the outfuhe basic SMS analysis. We should also acknowéedg
that other relevant descriptors could be usedpagkample odd/even partials ratio [12], tristimsili13],
attack harmonic coherence [14], and some of thethprbbably be incorporated soon in our system. For
the moment this is our list:

« Amplitude of sinusoidal component:sum of the amplitudes of all harmonics expressedB.
« Amplitude of residual component: energy of the residual component expressed in dB.



e Spectral shape of the sinusoidal componenenvelope described by the amplitudes and frequsnci
of the harmonics, or its approximation.

e Spectral shape of the residual componentapproximation of the magnitude spectrum of the
residual sound.

e Harmonic distortion: measure of the degree of deviation from perfechi@nic partials.

* Noisiness:measure of the amount of non sinusoidal informajiwesent in the frame. It is computed
by taking the ratio of residual amplitude versutat@amplitude.

* Spectral centroid: the midpoint of the energy distribution of the nmityide spectrum of the current
frame. It could be considered as the “balance gaifithe spectrum.

« Spectral tilt: the slope of the linear regression of the datanpoused to represent the spectral shape
of the sinusoidal part.

Besides the instantaneous values, it is also ugeftlave parameters that describe the time evalutio
of an attribute. We describe it with the differesdeetween frames.

Another important step towards a musically usefatgmeterization is the segmentation of a sound
into fragments that are homogeneous in terms ofagersound attributes. Then we can identify and
extract segment attributes that will give a summafyts content, and may allow to classify the segrh
into semantic categories corresponding to sounditsver sound objects. One of the most obvious and
general segmentation process divides a melodyrintes and silences and then each note into ankaigac
steady state and a release region. Global attribtitat can characterize attacks and releases tefiie
average variation of each of the instantaneousibaties, such as average fundamental frequency
variation, average amplitude variation, or specteattroid trajectory [15]. In the steady state @t it is
meaningful to extract the average and varianceazheof the instantaneous attributes and calcul#ttero
global attributes such as time-varying rate andtdegf vibrato andtremola For more details on these
expressive elements the interested reader can ttaasother paper from our group [16]. In summary,
when we segment sound, we are using low-level auntiescriptors that can also help to characterize
(when appropriately combined and interpreted) megful segments of sound. Contrasting with
instantaneous measures, the segment descriptienstigtistical measures such as mean andvariances in
order to get the “global picture” along its duratio

As a final issue, it should be noted that the dgxors used in our spectral modeling environment
allow a big degree of overlapping regarding itsagstion power. This kind of overlap has also beesed
in existing systems for audiovisual content anayg2, 10]. We believe that a standard for content
description as MPEG-7 should accommodate this kihtedundancy, leaving to the front-end or content
providers’ proprietary software the effective udahe descriptor’s set.

Mid-level and high-level descriptors

Describing sound at mid-level means determiningnsbevents and objects. Although the distinction
between events and objects can be a little bit mwarsial, we will consider that a sound objectisound
source, and that any kind of behavior of that @bjis an event. Events develop in time, so all ésdrave

a duration property. Although in a Schaefferians®ifil 7] all events can be considered objects bexaus
they can be grasped through an operation of “redusearing”, from a functional point of view it seem
more convenient to separate sources from theiriehs as we do.

Moreover, describing sound at what we consider HHigvel”, means incorporating events and objects
into formal structures that convey musical meaniagsl roles for them. Examples of such a kind of
structures can be found in the implication-reali@atby Narmour [18], or in the generative theory by
Lehrdal & Jackendoff [19], but other non-musicologii structures can be also considered as high-level
As it is a matter clearly outside the current scopé automatic procedures, and much a
cognitive/musicological issue than an engineering,onve will keep it aside. On the other hand wel wil
concentrate in mid-level descriptions, as it ifl stirrently an active area of basic and appliesa@rch.

Regarding the mid-level descriptions of sound, test obvious description is —at what we could call
alongside Rosch [20] the “basic level” of categatipn- the description into notes (in case of sgeic
could be the description into words). At a lowevéwe need to decompose notes into envelope stages
attack/steady state/release, and at a higher onseed to group notes into phrases and melodieslodife
identification and representation [21] is one oktmost important problems faced by content-based
multimedia databases and it has given birth to ateresting new search modality called “query by
humming” [22, 23]. Recent incorporation of rhythmionstraints will improve the performance of that
kind of systems [24].



Identifying sound sources is another “basic levelitegorization task, but a very different one in
nature. Although we can use the same set of desggphan for identifying events, describing sound
sources is equivalent to describing a perceptuabperty: timbre. As timbre is a complex perceptual
dimension (i.e. not as unidimensional as loudnesgitth), there are several variables and dimersion
that determine one timbral sensation or another.[2BVe can quickly grasp the complexity of this
problem by noticing that two sounds generated by $hme sound source, but separated two octaves in
pitch do not share the same attributes that weigresh when notes were very close. Thus, automatic
processes for identifying sound sources are ndeggffective yet, although there are scatteredragtng
results [26] [27]. For these reasons, similaritysbd searches and indexings of sounds are stillequit
diverse and controversial. Anyway, systems as Sbighd[28] or the Studio On Line developed at the
IRCAM [29] show that effective features and proceelido exist for quite well solving those tasks.

Once a source has been identified we can ask fabates like materials or maker (for example, once
we have identified a sound as one of a piano thecdption should be completed with attributes liké
is a vertical or a grand, a Steinway or a Yamaha,)eWe can also ask for more general attributeshsas
the instrumental family. As recent work reveals [3@ could be easier to start with this level of
identification instead of trying to directly ideffithe specific sound source. Another kind of déstion
related to the source is the acoustic environmeimene sound is produced, that can also describea in
systematic way [31].

3. A Sound Description Scheme

As a way of organizing not only our own descriptdost also others that might be proposed, we have
devised what in MPEG-7 jargon is called a “Desddpt Scheme”, that is, a structure that specifies th
semantics and the relationships between Descrigtodsother Description Schemes. The scheme started
as an extension of SDIF (Sound Description IntengeFormat) [32] [33], an ongoing proposal devised
through the collaboration of IRCAM, CNMAT and IUAound laboratories, that was intended for the
storage of spectral analysis data. Since thenstéwnlved into a thorough scheme inspired not anlgur
knowledge about sound but also on proposals madeidoal schemes in the context MPEG-7.

The scheme we present here addresses the deseriggtimultichannel, multi-source sounds. It is
intended to be a generic description scheme basea dierarchical (and recursive in some places)
structure, that can describe sound at multiple lewé detail (from the low level of an FFT analydimme
to the high level of a whole sound file), accommtdg different kinds of dependencies and relatiopsh
among its components. Given its modularity and extability it can be used to describe sound in gaher
(although speech description will require more sfieschemes), and it can take into account différe
kinds of descriptors of sound. The scope of dedwiys can be changed as needed and depending on the
target application, and there are descriptors aestdption sub-schemes that are not compulsorylat a
This way, the scheme can contain descriptions 8t one level, or at all available levels of desdign.

The scheme has two main levelsyntacticand semantic We need a syntactic level in order to
describe the sound file or stream in a superfidiemporal-structural way. But we also need a semant
level in order to assign semantic labels to theraats that deserve attention. The syntactic levelsed
to specify physical structures and the signal prtpe of the sound program. The elements of the
syntactic part of the scheme aracks segmentsspecific instances of segments likames andregions
On the other side, the semantic level is used &c#p semantic features of a sound program in teofns
audio eventandaudio objects

Other elements at its topmost level are: a Model fDiSdescribing the analysis and classificationadat
in a compact and abstract way, a Syntactic-Semalnitix DS for describing relationships between
elements of both levels, a Media DS for describirggpectively storage format and other technical
characteristics, Meta DS for manual descriptioms] a Summary DS for quick audio and visual browsing
of relevant information.

Description Schemes for the syntactic level

Track Description Scheme
A first substantial difference between Video mediad Sound media is that sound can be expressed alon
several channels at the same time (stereo recardotpy Surround, multi-track recordings...). Those



channels may contain related information but alsoywdistinct ones so it is clear that we need aesoh
to describe each track separately (while allowing$ between track descriptions).

A track has no more the length of the whole audiogram, although it could be shorter. Tracks do
not need to start at the same time, although itiddne usual to do so. In case the program is monly o
one track is needed. In case of being multichanmed, track is provided for every audio channel. @er
situations where only one track could be used withitichannel audio could be envisioned (when double
mono channels are stored in one stereo file, ornub@entent in two or more channels is supposed to be
practically identical...).

A track DS is then described by:

« aTime DS, that describes the beginning and the end of taekt (time relative to an absolute time

of the whole file).

« a Placement DS which describes the spatial placement of thekrixom the listener point of

listening (i.e. left, right, 60 degrees left, betljretc.) for the track.

¢ aSegment DS which contains the different segments createdapplying different segmentation

criteria to the track, alongside additional segna¢ion information

« aRegion DS that describes the microstructure of the track

e aTrack Linking DS, that describes if the track is linked to anotheack (i.e. shares the same

content descriptions) or any other kind of interantor relationship between tracks. When tracks
are linked they share the same Segment DS (for pl@stereo-recordings where both channels
are related do not need separate Segment DSs.alncdse we would like to benefit from the
description of the left Track for the right Track)

e aSummary DS, that describes different ways for quick listenioig“auralization” of contents, and

also for fast browsing of audio contents (as musscare, midi file, spectrogram...)

e« a Media information DS, which describes information specific to the sggamedia (i.e.

sampling rate, resolution, format, compression fatetc.)

¢ a Meta information DS, which contains information that usually cannot éxdracted from the

signal itself (title, author, technical crew, date...)
Note that the last three DS’s do not appear in Fégliat the track level for keeping the graph molear.

Generic Audio DS

01 1 N
Media DS ' o1 01 1 Meta DS
Syntactic DS ' Semantic DS |
Model DS Summary DS
0.1
1.%
* $ Syntactic-Semantic Link DS
Track DS
1 0
Time DS | 1 Track Linking DS
1
0..*
Placement DS
Segment/Region graph DS
0. 0. 0.x 0.* 0.
Segment DS Region DS Event DS Event/object relation graph DS Object DS

Fig. 1. Overview of Audio Description Scheme

Segment Description Scheme

An audio program can be segmented into one or ngrorips of contiguous samples that share some
common property (for example, utterances of themeiaracter of a video film, the chorus of a soag,
vibrato note of a soprano...). Each one of suchugsis an audio segment. Audio segments can be
further segmented into another group of segmenédding a tree segment. A track can contain différe
segment trees in order to accommodate differentlapping segmentations according to different ciéte
(i.e. by speaker gender and by background musichaakground music). General hierarchy of the



Segment Tree goes from a root segment into subsetmeub-subsegments, and finally into frames,
which consist of samples.

In summary, the Segment DS is described by:

« aTime DS, that describes the beginning and the end of drent

* aMedia information DS, aMeta information DS, anAuralization DS, and aVisualization DS,
as defined in the track DS

e aSegmentation Criterion, with the name for the criterion used in the segiagion

e aSegment-Region Link DS allowing to link the segment with region desciipts (spectral low-
level features)

« several optionalTemporal Descriptors, that describe temporal low-level features of gwund
(i.e. autocorrelation, zero-crossing rate, etc.)

Lowest levels of a segment tree can be:

the Frame levet a frame is usually the shorter meaningful Segniegt It allows a deep description of
the local sound characteristics through spectrallysis (or other different technique). A frame has
exactly the same properties than other Segment BSst is the lowest level of the Segment DS the
descriptors attached to this level represent irtatagous values.

the Sample level samples are like atoms of the sound, and exaepecial cases like glitches, they do
not carry any meaning or content by themselvestideifurther decomposition of them is possible nor
linking them to a Region DS. The reason for incluglithis level is that sometimes can be useful teeha
sample-by-sample segment description.

Region Description Scheme
It describes the microstructure of a segment ofnghun the form of a sound spectrum, or a seriésub-
spectra inside the effective bandwidth of a soufkde region can be linked with any kind of segmeat (
long one or a frame-level one). That opens the iilgy for a description of sound ranging from the
microstructural level (when the Region DS is linkemla frame-level Segment) to the macrostructural
level (when the Region DS is linked to a higherdé\Segment). There can also be several region
decompositions associated to the same segmentitasidilso possible that several segments share the
same region decomposition.
A Region DS is described by:

e aSpectrum DS, which describes the main spectral features efgbund

« an optionalMotion/Deformation DS, which describes the evolution of the Audio Spaatralong

a short period of time

Spectrum Description Scheme
A Spectrum DS consists of:
* a series ofSpecific Global Descriptors like amplitude fundamental frequengpectral range
noisinessetc. The value for this descriptors is
» aninstantaneousone when the Region DS to which it is connectedinged to the frame
level of the Segment Tree
» a difference one when the Region DS to which it is connectedliikked via a Region
Motion/Deformation DS to the frame level of the $agnt Tree
» ameanone when the Region DS to which it is connectedinged to a higher level of the
Segment Tree
» a variance one when the Region DS to which it is connectedlirked via a Region
Motion/Deformation DS to a higher level of the Segmnh Tree
e aSpectral Shape DS$that describes the energy profile across the tspetof the frame both in a
global way with aSpectral Envelope Profile D&ontaining an envelope, LPC coefficients, Mel-
cepstrum coefficients, formants, etc) but also vafftional descriptors used to describe specific
features of the spectral shape (most of them wisted in the low-level descriptors section, as for
example: Spectral Centroid, Spectral Tilt, Noisea§é Harmonic Distortion, Odd/Even ratio,
etc.).



Description Schemes for the Semantic level

In the semantic part we describe two broad categgoadf sonic elements: events and objects. Given the
temporal nature of audio events, they are mainikdid with segments described in the syntactic part.
Likewise audio objects are closely (but not exchady) linked to the regions described there. Everan

be considered as temporal constrained behaviorebydcts. Objects, then, are the generators of the
events.



Event Description Scheme
An event is the temporal behavior of some audioegbjalong or around a certain segment of time.
Typical audio events can be: a melody, a musicalaph, a “solo” section, a musical note, different
sections of a note regarding its amplitude evolutfattack/steady state/release), an audio fader(wut),
a sentence uttered by somebody in a video, the svimdthe previous sentence, the phonemes that the
previous words are made of, non-linguistic uttes¢crying, shouting, sighing, etc.)... An Event B&h
contain an arbitrary number of Event DS. Thereféreent DS form a Tree (for example: a musical
motive or melody is composed by different phragbese phrases are composed by different notes, and
the notes have different envelope sections). Ofrseuthere can be more than one tree. Thereforéhan
Event Tree, we won't talk about/folin” or “cello” (which are objects) but about their temporal beiloa
such as Violin phrases, or “cello notes.
An Event DS is described by:
e an optional Annotation DS, which is a text descriptor for describing non-auatically-
extractable features
¢ anEvent Division Criterion DS, which describes the criterion used to divide teent in Sub-
Events
e anEvent-Segment Link DS,which links one Event with one or several Segments
e asetofTemporal Descriptors

Object Description Scheme

The main function of an Object DS is describing sdusources. It is possible to distinguish different
levels for describing audio objects. The most gensource objects can be: musical instrument, sheec
voice and environmental sound/sound effects. Fosioal instruments more detailed levels can be:
musical family of the instrument, specific instrunig excitation resonance characteristics (type and
structure of excitation, resonance structure), matehat is made of, specific shape charactersstic
manufacturer and model, acoustic environment whbey sound, etc. For speech voice: gender, age
segment (child, young, mature, old), excitationemsnce characteristics, identity of speaker, adoust
environment where it sounds, etc. Finally, for @ovimental sounds: space/time trajectory of the seur
excitation resonance characteristics, specific Gaugtc.

An Object DS contains an arbitrary number of Obj&$ and therefore form a tree (i.e. a musical
ensemble can be an object made of groups of ingnisn—strings, reeds, brass, voices, soloists-, and
these groups can be, in turn, made of small subgsotstrings: violins, cellos, violas; voices: sopoa,
tenors, etc.-, down to the individual instrumemntyécessary).

An Object DS is described by:

* AnoptionalAnnotation DS with text descriptions extracted by hand

* An Object Division DS, which describes the criteria used to construetdbject tree

e One or moréDbject Type Descriptors

« One or moréDbject Behavior DSwhich describe the object behaviors (they linketeents)

« Object Interaction DS which describes interactions between differentegts (i.e. the bow and
the body of a cello, a singer’s voice and her mpiione...)

e anoptionalObject-Region Link DS, for linking the object with its relevant spectiaformation

e anoptionalObject-Event Link DS.

« Object Descriptors which describe the sound sources at different keesldiscussed above.

4. Conclusions

Spectral models are suitable for describing sourdiféerent levels of abstraction. Low level degations
can be used as building blocks for mid-level anghilevel descriptions, or for models [34] that alldo
derive those descriptions. Starting from spectralleis representational framework we have develaped
description scheme for audio in MPEG-7 that maimgcompasses low-level and mid-level audio
descriptors, but can also accommodate high-levstdgtors (although they have been kept outside the
scope of this discussion because they should belbdrin a non automatic way). From a user point of
view, MPEG-7 is a challenging initiative that shduimprove our efficiency for accessing multimedia
contents. But it is also challenging from an acadeand engineering point of view because it addesss
problems that are still hot research topics for helio community, and therefore they must be solved
order to provide a useful and long-life standardrfwultimedia content description.
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