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Abstract
The article describes an onset detection algorithm that is
based on a classification of spectral peaks into transient and
non-transient peaks and a statistical model of the classifica-
tion results to prevent detection of random transient peaks
due to noise. This article describes the algorithmic changes
compared to last years submission and discusses the conclu-
sions drawn from the evaluation results.
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1. INTRODUCTION
In the following article we are going to describe a transient
detection algorithm that has been developed for a special
application, the detection of transients to prevent transfor-
mation artifacts in phase vocoder based (real time) signal
transformations [6, 7]. This application requires a number
of special features that distinguishes the proposed algorithm
from general case onset detection algorithms: The detection
delay should be as short as possible, frequency resolution
should be high such that it becomes possible to distinguish
spectral peaks that are related to transient and non transient
signal components, for proper phase reinitialization the on-
set detector needs to provide a precise estimate of the loca-
tion of the steepest ascend of the energy of the attack. In
contrast to this constraints the application does not require
the detection of soft onsets, where a soft onset is character-
ized by time constants equal to or above the length of the
analysis window. This is due to the fact that such onsets
are sufficiently well treated by the standard phase vocoder
algorithm. False positive detections are not very problem-
atic as long as they appear in noisy time frequency regions.
A major distinction is that a single onset may be (and very
often is) composed of multiple transient parts, related either
to a slight desynchronization of polyphonic onsets or due to
sound made during the preparation of the sound (gliding fin-
gers on a string). While these desynchronized transients are
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generally not considered as independent onsets they never-
theless constitute transients which should be detected for the
intended application.

The evaluation of the transient detection algorithm for
onset detection and music segmentation tasks has revealed
that the detection results are comparable with existing algo-
rithms for onset detection or signal segmentation tasks [8].
Therefore, it is now the major means for signal segmentation
and onset detection in IRCAM’s AudioSculpt application
[1]. Since MIREX 2005 a number of improvements have
been added which should improve the performance with re-
spect to onset detection and which we are interested to eval-
uate on the MIREX database.

In the following article we will describe the algorithm
only briefly, and we refer the reader to the article published
during MIREX 2005 [8]. Besides that we will discuss the
improvements of the original algorithm since MIREX 2005.

2. Fundamental Strategy
There exist many approaches to detect attack transients. For
a number of current approaches see [2, 5, 4, 9]. In contrast
to the evaluation of energy evolution in integral frequency
bands, a criterion that most of the approaches are relying
on, the following article proposes a two stage strategy which
first classifies the spectral peaks in a standard DFT spectrum
into peaks that potentially may be part of an attack transient
and those that are not. Based on this classification a statisti-
cal model of background transient peak activity is employed
to detect transient events. The advantage of this two stage
approach is that the transient components of the signal are
classified with rather high frequency resolution, allowing a
precise distinction between transient and non transient sig-
nal components.

The basic idea of the proposed transient detection scheme
is straightforward. A peak is detected as potentially tran-
sient whenever the center of gravity (COG) of the time do-
main energy of the signal related to this peak is at the far
right side of the center of the signal window. Note, that it
can be shown [8] that the COG of the energy of the time
signal and the normalized energy slope are two quantities
with qualitatively similar evolution and, therefore, the use
of the COG of the energy for transient detection instead of
the energy evolution appears to be of minor importance.



3. From transient peaks to onsets
Unfortunately not every spectral peak detected as transient
indicates the existence of an onset. Further inspection re-
veals that spectral peaks related to noise signals quite often
have a COG far of the center of the window. In contrast to
spectral peaks related to signal onsets these false transient
peaks in noise are not synchronized in time with respect to
each other. The synchronization of a sufficient number of
transient peaks is the final means to avoid detection of noise
peaks as onsets.

3.1. Transient energy ratio
Last years MIREX has shown that the normalized energy
variation of the transient events is a further means to effec-
tively distinguish random transient events from onsets.

As normalized energy variation (NEV) we define the max-
imum of the ratio between total signal energy in a transient
frame and the transient energy in the same frame, where the
maximization is done over the whole duration of the onset.
As defined the NEV is bound between 0 and 1. In practical
applications the NEV threshold is adapted interactively by
the user who can adapt the threshold with direct feedback
about the transients that persist. For this years evaluation
we used the NEV as control parameter that will be changed
for the different runs of the algorithm to create the preci-
sion/recall performance curves. We select the NEV thresh-
old to cover the range NEV = [0− 0.36].

For last years evaluation the NEV was selected to be
NEV= 0.35. Note, however, that due to the changes of the
other parameter settings and the statistical model that was
used, the NEV thresholds are not directly comparable.

4. Algorithmic improvements
4.1. Evaluation time grid
A detailed inspection of the algorithm has shown that tran-
sient conditions in the statistical model may be limited to
only very short time ranges. This is especially true for weak
onsets or onsets that appear within a large amount of back-
ground noise. An improvement can be easily obtained by
means of decreasing the inter frame offset of the analysis
frames of the underlying STFT. Compared to MIREX 2005
the frame step has been reduced from an 8th part of the win-
dow to an 24th part of the analysis window.

4.2. Limit onset time distance
The results of last years MIREX have shown that one of
the major problems of the algorithm are double detections
that may occur if multiple instruments have onsets with only
slight delays. It is generally desirable to have a means to
control the time density of onsets. Accordingly, the algo-
rithm has been changed to allow the user to control the re-
quired distance between two detected onsets. If there is
more than a single transient event that occurs in the allowed
time distance then only the strongest one will be output. The

strength of the transients are evaluated according to the NEV
criterion described above.

4.3. Transient peak detection
The transient peak detector described in last years MIREX
uses the center of gravity (COG) of the energy related to a
single peak to determine whether the peak is part of a tran-
sient. As explained above, the peak is classified as transient,
if the COG is sufficiently to the right of the center. Obvi-
ously, for a real transient peak, the signal duration should
at the same time be shorter than the duration of the analysis
window. Especially for noise peaks it sometimes happens,
that the COG is far to the right and the duration is large.
This cannot happen in reality because it would indicate that
the signal related to the peak would extend outside of the
analysis window.

Because the analysis window is fixed, the only way to
explain this situation is by means of cancellation. If the part
of the signal that lies outside of the analysis window is can-
celed by other peaks the overall signal stays within the anal-
ysis window. This cancellation does happen especially for
noise peaks. To detect these transient peak artifacts and to
prevent an impact on the transient detector a new mode of
the transient peak detector has been developed. This mode
requires a transient peak to have an COG offset that is above
the user defined COG threshold, and at the same time re-
quires the duration of the signal related to the peak to be
smaller then the duration of the analysis window. This mode
is enabled in submission 3 of the onset detector algorithm.
Note, that the time duration of the signal related to the peak
can be calculated directly from the peak spectrum [3].

4.4. Statistical model
The detection of an onset event requires that a sufficient
number of synchronized transient peaks are detected. To es-
tablish a reasonable condition for the sufficient number we
rely on a statistical model of the transient background activ-
ity that is due simply to random transient events in the back-
ground noise. The background activity is derived by means
of a short time history of the detected transient peaks. The
history is calculated independently for overlapping bands
covering a time range of approximately the 3/4 of the analy-
sis window. For each band the relative number of observed
peaks that exceeded the transient threshold is used to deter-
mine the average transient probability in the frame history,
which in turn is compared to the transient peak probability
in the future time range covering approximately 1/4 of the
analysis window.

The exact statistical model that is used to describe the
transient peak events has been described in [8] and will not
repeated here. We address here, the problem of the selection
of the bands that are used to monitor the transient events. In
the previous version of the algorithm a fixed size band has
been used, the bandwidth of which was a priori given by the
user. The major problem with the fixed bandwidth of the



Subm. Id M [ms] K G NE H[kHz] A[dB] T [ms] Duration filter
1 36.3 1.7 2.6 15 10 -46 50 off
2 45.4 2.0 2.4 14 11 -46 50 off
3 45.4 1.9 2.4 14 10.5 -46 50 on

Table 1. Parameter settings of the three different submissions to the MIREX 2006 onset detection evaluation. M window size, K
COG threshold factor, G transient confidence threshold, NE minimum bandwidth of statistical model, H upper frequency limit of
the spectrum to be used in the detector, A minimum amplitude level of a transient, T minimum distance between two onsets.

statistical model is the fact, that onset events may produce
transient peak events with a large scale of different band-
widths. If the bandwidth of the statistical model is much
smaller than the bandwidth of the event, the confidence cal-
culated from the model is too small. However, if the band-
width of the model is much larger than the bandwidth of the
event we may not detect a narrowband transient event due to
the fact that the variation compared to the background tran-
sient activity is too small. To resolve this problem the cur-
rent version of the algorithm uses a statistical model with
different bandwidths. The smallest possible bandwidth is
given by the user and the algorithm uses the given band-
width and all integer multiples of this bandwidths to monitor
the background probability. Due to the fact that the models
for the larger bandwidths can be calculated from the narrow
bands, the calculation of the hierarchic models does not re-
quire a significant computational cost. However, it allows
us to select the confidence threshold with respect to the op-
timal bandwidth such that the setup of the threshold is less
signal dependent.

5. Parameter selection
There remain a number of user selectable parameters for the
transient detector. The first one is the analysis window size
M . With respect to this parameter there exist contradict-
ing demands because on one hand attack transients of sinu-
soids that mix with stationary sinusoids will not be correctly
detected such that frequency resolution should be high and
window size large. On the other hand we can not detect
more than one attack transient within a single window such
that window size should be small. This is a variant of the
well known time resolution/frequency resolution trade off
for time frequency analysis.

The second parameter is the COG threshold. A simple
theoretical investigation shows that for the noise free case
the maximum COG normalized by the analysis window is
0.5 and for maximum robustness Cs should be close to this
value. Due to background noise or preceding notes, how-
ever, part of the transient may be covered such that the max-
imum value of the observed COG will generally be lower
than 0.5. As limiting case for a transient condition we con-
sider a linear ramp that start at the very left end of the anal-
ysis window. Signals with COG smaller than this will not
be detected. The parameter K is a multiplying factor of the

COG of the linear ramp and it is used to control the COG
threshold. The smaller K the more sensitive the detector is
but at the same time the more random transient peaks may
be detected in noise.

The third parameter is the confidence threshold G that
is the confidence of the statistical model that the transient
probability did change. The lower the confidence threshold
the more sensitive the algorithm will be, again running the
risk of false detections in noise.

The fourth parameter is the minimum bandwidth of the
frequency bands that are used to obtain the statistical model
for background transient activity. As explained in section 4.4
the statistical model will monitor the transient probability in
a hierarchical manner. Therefore, the bandwidth parameter
is not as important as in the previous version. The band-
width NE is specified in terms of the mainlobe width of the
analysis window.

The fifth parameter is the highest frequency H that will
possibly be included in the transient peak detection pro-
cess. The sixth parameter, the minimum distance between
detected transients T , has been discussed in section 4.2. As
last parameter we consider the minimum amplitude an onset
needs to have to be accepted as onset event. This minimum
amplitude A is expressed in terms of the full scale amplitude
of the signal.

The parameters have been optimized using a set of hand
labeled sound files containing mostly sharp attacks related
to drum, bars, or plucked string onsets. Three sets of pa-
rameters have been selected to be part of the MIREX evalu-
ation. The parameter settings used in the MIREX evaluation
are given in table (4.3).

6. Discussion of the results
While we are happy to see that our algorithm did compare
rather favorable with the other contributions, we don’t be-
lieve that the evaluation can be used to compare the different
algorithms.

The main problem is the fact that all algorithms have
been trained and adapted using different data sets. There-
fore, it appears questionable to draw any conclusions with
respect to the ranking of the algorithms. The analysis of the
different sound classes reveals that for the different classes
different algorithms are “winners”. This could be related
to the fact that one algorithm is better, or it could be re-



lated to the fact that the algorithm has been trained with a
training set that contained more examples for that class. As
mentioned above our algorithm has been adapted using es-
pecially drums, plucked strings, bells and the like. Accord-
ingly the algorithm should work best with these examples
- which is the case. For all these classes the algorithm is
rather successful. As a surprise we note that the algorithm
works rather successfully well for the singing voice.

Therefore, in the following I will discuss only the ranking
of the three versions of our algorithm and the version we
send last year.

The first thing to remark is that the recall rate was rather
low in all but the bars and bells classes. This indicates that
the filtering due to the COG threshold and the confidence
level was to strong for some of the data classes. Accord-
ingly, even for a minimum value of the normalized transient
energy threshold not all transients passed. This may be due
to the fact that our training data base does not contain any
sustained strings or wind instruments. We hope to be able to
extend the training database to try adapting to a larger scope
of sound classes for next years MIREX.

As a second point we note, that the duration filter used
in submission three of the algorithm did not always improve
the results. The filtering seems to have created an advantage
especially for the wind instruments, which may be related
to the blowing noise.

As a last remark we mention that the shorter window
length of submission 1 seems to be appropriate especially
for the voice example. We can only conjecture the reason
for this fact. It may be related to vibrato in the singing voice.

Comparing the algorithm with last years version we find
that the new versions are better for nearly all classes. Ex-
ceptions are the wind and the brass instruments for which
the average F-measure have slightly lowered. This result is
disturbing especially due to the fact that last years version
had a fixed parameter set.
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