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ABSTRACT

This paper presents a novel interaction paradigm to support
musical performance using spatial audio. This method reduces
the interface bottleneck between artistic intent and spatial sound
rendering and allows dynamic positioning of sounds in space.
The system supports collaborative performance, allowing
multiple artists to simultaneously control the audio
spatialization. The interface prototype is built upon standard
virtual reality software and user interface technology. Tracked
data gloves are used to manipulate audio objects and
stereoscopic projection to display the virtual 3D sound stage.

Keywords
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1. INTRODUCTION AND MOTIVATION

Contemporary  artists have explored the power of
electroacoustic spatial audio over the last few decades.
Composers such as Edgar Varese or Karlheinz Stockhausen
have used multi-speaker systems to immerse the audience in
artificial sounds, extending upon earlier ideas of positioning the
musicians freely around the audience. Today, an increasing
number of artists are regularly using multi-channel speaker
arrays to immerse the audience even further. Still, spatial audio
is far from becoming mainstream.

While today's digital systems support matrix mixing to
enable many sound sources and complex speaker arrangements,
the user interface severely limits the performer and composers.
There is little support to position sound sources in space beyond
the traditional 2D joysticks on high-end mixing desks with
surround capabilities; 3D capabilities are almost unheard of.
Instead, a performer has to manually distribute sounds to
speakers, typically using traditional channel-fader interfaces.
Dynamic sound sources require complex automation, rendering
live performance almost impossible. Compositions and
recordings are limited to playback systems with closely
matched speaker arrangements.

This situation arises because of the high dimensional
requirement placed upon the interface: the intrinsic physicality
of spatialized sound sources is best represented by four
dimensions: three for position and one for source volume. If,
for the sake of the discussion, we supposed the artist used eight
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speakers in a performance, they would be attempting to control
an intrinsically four dimensional representation with eight
channel faders.

Analyzing this interaction in more detail, the input device
space has eight dimensions, with faders being operated for the
most part sequentially; representation feedback is poor (the
slider positions themselves) and related through a counter-
intuitive mapping to the underlying physical representation,
which is itself four dimensional. In effect we have created an
‘interaction bottleneck’: dimensionally impoverished control
devices act upon an inefficient and counter-intuitive mapping,
the only feedback and representation being the input device
itself. Such an interface could not easily support multiple
dynamic sound sources.

The project presented here tackles the bottleneck in two
ways. Firstly, by separating data and control representation; the
concept of a sound source in space is abstracted from the actual
mixing process onto the output audio channels. Secondly, via a
richer input device and simple mapping: the abstract sound
sources are moved in space using a 3D input device; the
mapping is now intuitive, directly relating the visualization to
the sound spatialization, with source volume being represented
by the orientation of the geometric sound object.

A first performance prototype was implemented to test the
concept, provide a user interface and support collaborative
performance. The underlying technology is derived from
existing virtual reality technology and adapted to meet the
requirements of music performance. Future work will aim to
extend the capabilities of the initial prototype beyond
limitations imposed by a VR system that is optimized for
realism in simulations instead of artistic expression.

The remainder of the paper is organized as follows.
Related work is acknowledged in Section 2. Section 3 then
presents the system overview including all the components.
Section 4 presents the interaction paradigm. Section 5 presents
the extension of the interface for collaborative performance.
Conclusions are drawn in Section 6 and future research
directions are identified.

2. RELATED WORK

This work combines the fields of spatial music performance
with virtual reality technology. It builds upon technology and
interaction paradigms developed independently in the two
fields.

There is a wealth of research literature concerning novel
musical interface devices; [14] includes a comprehensive
overview. Many artists have successfully employed VR-gloves
and non-contact sensing in live performance; examples of early
innovation being the work carried out at STEIM, and by Jaron
Lanier and Tod Machover.

In the areas of mapping [3],[5] and visualization of sound,
experimental research is relatively sparse, with mapping
research also tending to focus on instrumental richness, rather
than the intelligibility of the mapping.



Proceedings of the 2006 International Conference on New Interfaces for Musical Expression (NIMEQ6), Paris, France

Historically, the use of VR as an expressive medium has
concentrated on visual art, e.g. [8]. To date, there has been little
experimental research on the use of VR interfaces for sound
control [1],[10]. The DIVA system [6] was among the first to
use VR for musical performance. A VR evaluation framework
has been built at the Helsinki University of Technology,
introducing concepts such as a virtual air guitar [9].

Spatial perception and rendering of sound is well
understood, ranging from amplitude panning approaches [16],
Ambisonics [4] to large speaker arrays for rendering wave
fields or head-related transfer function methods predominantly
used with headphones. Virtual reality toolkits usually include
some form of spatial sound rendering, often based upon
standalone audio servers or DSP hardware (e.g. Lake Huron).
These VR systems employ sound as a tool to achieve a realistic
simulation and increase the feeling of immersion. Little
emphasis, however, has been given to tackling the difficult
interaction issues surrounding the visualization and control of
sound spaces for artistic purposes.

This paper addresses this area of interaction design,
offering intuitive post-processing of the sound stream for
spatialization.

3. SYSTEM OVERVIEW

The system consists of three major components: the scene-
graph that stores the positions and parameters of the audio
sources including their visualization; the user interface to
modify the scene; and the audio rendering system (see Fig. 1).
The audio rendering system as well as the “glue”-code required
to combine the elements is provided by the blue-c API [12], a
virtual reality toolkit originally designed for collaborative and
tele-presence applications.

User interface Audio renderer

Scene graph

Synchronization | <> Visual renderer

Fig. 1.  System overview.

3.1 User Interface

The user interface module handles all user interaction with the
scene graph and its embedded audio objects. The interface
module enables the user to pick and move objects using tracked
virtual reality data gloves. Rotating objects changes the volume
of the point source; this user interface is described further in
section 4. The interface also handles object locking to avoid
concurrency problems when the system is used collaboratively.

3.2 Audio Rendering System

The audio rendering system spatializes the audio source objects
using a volume panning approach, deriving the data from the
scene graph. All audio sources are rendered using the blue-c
API sound rendering system [13] that supports spatialization of
a large number of sound sources with arbitrary speaker
configurations. The audio system supports audio file playback
either from memory (e.g. for short loops), streaming from disk
(e.g. longer audio tracks) or from live sources (e.g.
microphones or synthesizers). The audio rendering system was
chosen mostly for convenience reasons as it performs well and
is directly integrated into the virtual reality software
development toolkit. Plugging in a different audio renderer or
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transmitting audio source positions to a different spatialization
server (e.g. a Lake Huron system) would be straight forward.

3.3 Hardware Environment

The prototype implementation uses a standard virtual reality
environment with a single wall-type stereoscopic projection
surface, head- and hand-tracking, gloves with bend sensors for
all fingers (see Fig. 2b) and a 14 speaker audio rendering
system. Additional tests were conducted on a stereoscopic
workbench environment with a slightly smaller 8 channel audio
system (see Fig. 2a). Both systems are driven by a standard PC.

Fig. 2.
a) Workbench display system. b) Wall display system.

Pictures of the hardware setup used for testing.

Although technically not required, picking in 3D is
significantly easier with stereoscopic projection. Similarly,
using a 6DOF tracking system allows for much smoother and
more intuitive interaction than using a mouse that is inherently
2D.

The hardware environment was chosen based on
availability at the lab. It is obviously not well-suited to live
performances due to portability restrictions. The software,
however, is flexible enough to run on a variety of platforms,
including laptops.

3.4 Scene Graph: Representing 3D Audio

The scene graph is subdivided into a static and a dynamic
section. The dynamic section (Audio group in Fig. 3) includes
the sound sources and their visual representation. This dynamic
section is synchronized and distributed among the different
machines in the collaborative setting (see section 5). The static
section (Stage and UI groups in Fig. 3) is used to provide the
performer with guidance elements, such as a reference
coordinate system, the position of the speakers, or an abstract
representation of the performance environment and user

interface elements.
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Fig. 3.  Scene graph structure.

Each sound source is represented as a simple geometric
object. The associated structure in the scene graph consists of
the position transformation node at the top, an additional
rotation transformation node and attached geometry. The
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position given by the transformation node is transferred to the
audio renderer to control spatialization of the respective audio
object. The rotation transformation affects only the small
pointer visually. The roll component is transformed into a gain
value. The current prototype only implements gain control; the
two additional rotation axes, however, could be used to control
source-dependent effects (e.g. reverb send, filter frequency,
etc.). Care has to be taken not to overload the user interface,
though. The use of a purely geometry-based approach exploits
the scene synchronization features of the underlying VR toolkit
without requiring additional modification.

4. THE PERFORMANCE INTERFACE

The performance interface concept is derived from a 3D
visualization and interaction environment “AutoEval” [1]
originally developed for design review in the automotive
industry and adapted to the needs of 3D audio manipulation.

4.1 Glove Interface

All editing is conducted using a tracked virtual reality glove.
For the prototype implementation, we used a Polhemus
Fastrack 6DOF magnetic tracking system and an Immersion
CyberTouch glove with vibration devices on the fingers and
palm to provide haptic feedback.

Editing operations are initiated by picking an audio object
with the tracked glove. Picking virtual objects in 3D is often
difficult for the untrained user, especially for those with limited
stereoscopic depth perception. The interface system therefore
supports the user with additional cues: if the user touches an
object, the object is visually highlighted and small vibration
motors inside the VR glove (similar to those in mobile phones)
provide a haptic sensation. A touched object can be picked by
pinching the thumb and index finger.

The audio object is moved by picking and dragging the
object to the desired location. The attached audio source is
continuously updated during move operations, enabling the
performer to “animate” sound in real-time.

Volume is changed by rotating the hand while the object is
grabbed, which is essentially the same gesture as turning a
physical knob. While the move operation follows a 1:1
mapping, twisting the knob is accelerated by a factor of two.
Tests revealed that a scaled mapping reduces fatigue without
significantly sacrificing precision. Additional editing modes are
available to avoid accidental side effects.

4.2 Latency Issues

In this system, latency is introduced at various stages. The
audio rendering engine itself can run with the smallest possible
buffer size allowed by the audio interface. Significant latency,
however, is introduced through the user interface handling that
runs synchronized to the visual rendering system, with frame
times typically between 16 to 22 ms. Magnetic tracking systems
also introduce a delay due to their limited update rate and
required noise filtering. All factors included, the time delay
between an actual event and its effect on the audio output may
well go beyond 50ms. It is therefore clear that this interface is
not suited to control a percussion performance. Preliminary
tests, however, suggested that the system is fast enough for all
practical uses.

4.3 Working Volume

Previous research suggests that the optimal actual working
volume of the hands is relatively small compared to the volume
defined by the fullest reach and is maintained at a fixed
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distance relative to the body. The standing position was chosen
to enhance performance aesthetics; in this position, fine motor
control is best achieved with a hand position 50-100mm above
elbow height and within the ‘normal working area’ [15] which
equates to approximately one forearm’s span from the body.
Hence the working volume chosen is a cube of approximately
0.4m centered directly in front of abdomen, and the audio scene
is scaled accordingly. In this region the most accurate motor
control is achieved and additionally, muscle fatigue is greatly
reduced. In contrast, typical wall-type VR display environments
are designed for a large interaction volume, and consequently
offer less precision for a small interaction volume as used for
this prototype. The workbench type display fits the preference
for a smaller working volume better and proved to be less tiring
to work with.

5. COLLABORATIVE PERFORMANCE

The system supports collaborative performance in two ways.
By using the live audio streaming sources, a performance can
be split along functional lines: one performer is responsible for
the spatialization of the sounds from the other musicians, much
in the same way that a front-of-the-house mixing engineer takes
care of the band's sound (Functional separation in Fig. 4). This
option is not further discussed here.

The system also supports concurrent editing of the 3D
sound stage by several users (Parallelization in Fig. 4). For this
type of operation, the virtual sound stage is distributed and
synchronized among several computers, one per spatial audio
performer. 3D audio objects can be edited independently on all
connected computers, while a locking system ensures that no
two users try to modify the same object at the same time.
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Fig. 4. Collaborative performance. Functional (sequential)
parallelization ~ between  instrument players and

spatialization vs. parallelization within the spatialization
post-process.

5.1 Synchronization between Machines

The system enables several users to edit the sound stage
concurrently. All performers use their own computer, each
displaying the stage from an arbitrary viewpoint and polling the
input device. Each machine holds an independent copy of the
stage group and user interface, and the software ensures that all
machines share the same position and state for all sound
sources. This essentially provides multiple instances of the user
interface to a single audio rendering system.

The synchronization is based upon the blue-c Distributed
Scene Graph (bcDSG) [11] that synchronizes the scene graph
data structure across multiple machines and manages
concurrency issues including locking to make sure no two users
can modify the same object concurrently. Although the bcDSG
was designed with graphical applications in mind, the
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synchronization system did not require any adaptation since all
audio states have a direct scene graph representation. Building a
distributed application therefore required only little additional
development effort over a single-user solution.

5.2 Distributed Audio Rendering

In a typical live performance situation, only a single computer
actually processes audio data; the other machines are used for
visualization and interaction only. If desired, every machine in
the distribution group could run their own local audio renderer
with an arbitrary speaker setup, providing individual
monitoring for each performer.

6. CONCLUSIONS AND FUTURE WORK

The work presented here forms the first step towards an
intuitive performance system for spatial audio and music
performance. We demonstrated the usefulness of virtual reality
tools in the context of music performance, and introduced a first
concept prototype for visualizing sound sources in a 3D
environment.

The interaction paradigm has proven its effectiveness over
previous multiple-fader techniques; due to the improved
efficiency of the interface, one performer is now able to
sequentially alter the spatialization of multiple sources, whereas
previously this sequential or ‘time-sharing’ capability had been
consumed by poor interaction. In addition, the collaborative
interface allows parallel spatialization of sound sources with
multiple performers. Thanks to scene distribution features
inherent in the underlying VR toolkit, enabling a collaborative
performance only required minimal additional development
effort.

Additional work will be required to increase the
dimensionality of the control interface. The current system only
supports position and gain parameters, whereas a fully fledged
performance system should include effect control. Quantitative
and qualitative HCI testing will be used to determine which
interaction paradigm(s) represent the most expressive musical
interface.
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