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1. BACKGROUND 

2. AUGMENTED PLAYING METHOD  
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2.1 Real-life djembe 

2.2 From real-life to augmented playing 

Figure 1. Recording setup for analyzing hand motion during 

real-life djembe playing. To record hand motion, a 

magnetic motion sensor is attached to each hand. 
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 Figure 2. Motion of player hands along coordinate axes 

(left) and their respective frequency spectrums (right). The 

dashed line represents the right hand. The left side shows 

samples of movement data. Frequency spectra are evaluated 

from more comprehensive data. For example, the y-

spectrum reveals that the drum is struck with alternating 

hands at a rate of 3 Hz or 180 bpm. 

3. IMPLEMENTATION 

Figure 3. A web camera is mounted inside the physical 

djembe, facing towards the membrane. The software runs 

on a Windows laptop. Good speakers are also needed as the 

sound contains mostly low frequencies. 

3.1 Hardware 

3.2 Software 

3.3 Image analysis 

Figure 4. Raw images from the web camera. The hands 

project blurred shadows on the surface of the drum 

membrane. 
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Figure 5. Pixel mask generation by fitting a circle 

constraining the lit area of the membrane. Note how the left 

hand’s shadow is brighter due to the hand’s distance from 

the surface. 

 

 

3.4 Sound model 

3.5 Control mapping 

3.6 Visual feedback 

Figure 6. Visualization. Distance from centre is represented 

by darkening the according sector, and hand height 

visualized by darkening the hand itself. 
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4. USER TESTS 

4.1 Users 

4.2 Procedure 

 

 

 

 

 

 

4.3 Results 

 

 

Figure 7. Small motions produce drastic changes in the 

sound. Lifting the hand only a few centimeters halves the 

amplitude. 

Figure 8. Touching the drum’s surface helps to repeat 

motions accurately. Here, the palm of the left hand stays in 

contact while its angle affects the size and intensity of the 

shadow. The right hand moves with a larger motion, 

controlling amplitude. 
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5. DISCUSSION 

5.1 Software Tools 

6. FUTURE WORK 

7. CONCLUSIONS 
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