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Welcome to NIME 06 at IRCAM

Unique par ’ampleur de ses domaines réunissant la création musicale, la recherche et la transmission, 'IRCAM est I'un
des rares lieux ou I’intuition artistique, la formalisation scientifique et I’expérimentation technologique se confrontent et
avancent ensemble. L’histoire riche de 'TRCAM n’est pas qu’une succession d’ceuvres paradigmatiques, de noms de
chercheurs pionniers ou de développements de logiciels utilisés par une vaste communauté d’artistes. Cette histoire
tumultueuse qui est celle du développement du matériau sonore et de la pensée musicale, repose sur I’effervescence
intellectuelle, expérimentale et artistique de I’institution. Les ceuvres de Pierre Boulez, fondateur de I'IRCAM,
d’Emmanuel Nunes, de Philippe Manoury, de Georges Aperghis, de Jonathan Harvey et de compositeurs plus jeunes sont
nées de 1’échange intense entre la singularité artistique et les avancées scientifiques dans les domaines de la synthése
sonore, du temps réel, de la lutherie numérique, de la composition assistée par ordinateur, de la spatialisation, de
I’acoustique...

Si I’histoire de I’Ircam est saisie par le concept d’écriture autour duquel se noue l’intrigue entre le compositeur,
I’assistant musical et la communauté des chercheurs, la présence d’artistes inclassables de 1’ére digitale constitue une
provocation stimulante ! Tout a la fois improvisateurs, « performeurs », inventeurs d’une nouvelle lutherie,
expérimentateurs des technologies numériques, ces artistes repoussent les distinctions entre ce qui est prémédité et
composé, et font de I’interaction leur principal credo. Ce champ dynamique, fécond dans le spectacle vivant, est appelé a
s’étendre dans les années qui viennent. Les créations de 1I’Ircam sur les plateaux du théatre, de 1’opéra, de la danse,
rencontrent les questions soulevées par cette édition du NIME. L’avenir de 'TRCAM du reste, appelle la mobilité de tout
le dispositif technologique, le renouvellement des présences créatrices, la convergence entre création vécue et
prospective. Entre le chercheur qui vise des valeurs de connaissance, 1’artiste qui pose un monde et des problémes neufs,
et le dispositif technique, le terrain de rencontre privilégié reste le surgissement d’une ceuvre. L’ampleur tumultueuse de
I’'Ircam qui entrechoque deux temps divergents, I’acte qui fulgure et la construction minutieuse qui formalise,
I’impatience de ce qui va émerger et la lenteur de ce qui couve, I’intempestif et la fonction, cette ampleur, une synthese
disjonctive et électrisante, constitue la singularité et I’originalité présente de ’IRCAM.

Nous sommes trés heureux d’accueillir a Paris les participants de la sixiéme édition du NIME au moment de I’ouverture
d’Agora et des Rencontres Résonances, qui donne 1’occasion de discuter, d’échanger, d’expérimenter mais aussi de vivre
la création musicale au cours du festival de I’'Ircam.

Unique for the scope of its activities that bring together musical creation, research, and transmission, Ircam is one of the
rare places where artistic intuition, scientific rationality, and technological experimentation intersect and advance
together. Ircam's rich history is not simply a succession of paradigmatic works, of the names of pioneering researchers,
or of software developments used by a vast community of artists. Its eventful history, which has led to advancement in
both sound material and musical thought, is the result of the intellectual, experimental, and artistic effervescence of the
institution. The works of Pierre Boulez (Ircam's founder), Emmanuel Nunes, Philippe Manoury, Georges Aperghis,
Jonathan Harvey, and other younger composers were born of the intense exchange between artistic originality and
scientific progress in the fields of sound synthesis, real-time, digital instrument-making, computer-assisted composition,
spatialization, and acoustics, among others.

If Ircam’s history can be captured in the image of a composer, a musical assistant, and the community of researchers
working together to write music, the presence of outstanding artists from the digital era represents a stimulating
challenge! Improvisers, performers, instrument inventers, and experimenters in digital technology, these artists push the
limits of what is planned and what is composed, and make "interaction" their principal credo. This dynamic field, so
fruitful in the context of live performance, should expand in the coming years. Ircam creations for the theater, the opera,
and dance are often faced with the same questions being addressed this year at NIME. For the rest of Ircam's activities,
the future calls for technological mobility, the renewal of creative participation, and the convergence between past and
potential creations. For the researcher who values knowledge, the artist who proposes new worlds and new problems,
and the technical aspects, the preferred meeting place is still the production of a work. Ircam's cacophonous range of
activities, which forces together two diverging tempos—the act that dazzles and the meticulous construction that
formalizes it, the impatience of what will emerge and the slow progress of gestation, the incompatible and the
functional—this range, a disjointed and electrifying synthesis, constitutes the uniqueness and the originality of Ircam
today.

We are very happy to welcome the participants of the sixth installment of NIME to Paris just as Agora and Résonances
open their doors, creating a unique opportunity for discussing, exchanging, experimenting, and sharing the experience of
musical creation throughout the Ircam festival.

Frank Madlener
Director



Introduction

We are proud to present the 6th edition of NIME, hosted by IRCAM — Centre Pompidou. Entering the sixth year of
NIME we sense maturity and ongoing enthusiasm. We are pleased to base NIME 06 on the acquisitions of an exceptional
and dedicated community of scientists, technologists, and artists grown over the past few years.

The response to the NIME 06 call for participation was overwhelming: We received 197 paper and poster submissions as
well as 99 performance and 44 installation proposals. To accommodate this expansion, this year we have extended the
conference to include three and a half days of paper, poster, and demo sessions as well as five concerts, composing a rich
and balanced program of 88 papers and posters, 25 performances, and 9 installations.

The significant increase in the number of submissions made the selection process more complex and difficult than ever
before. Both selection committees - scientific and artistic — rose to the challenge and ensured an efficient and fair
selection process. We feel that this year's program is a compelling manifestation of the conference’s maturity and the
result of the continuing fertile creativity of research and artistic work in this field. We would like to thank the authors for
the impressive quality of their submissions and the reviewers for their excellent insight as well as their active
participation in and contribution to this community.

Our commitment as organizers is to compose a program that best reflects the multitude of complementary and
multidisciplinary aspects involved in NIME. In this spirit, several focused events have been created in collaboration with
various partners.

We are honored to welcome several guest speakers and performers to NIME 06. George Lewis, composer, improvising
musician, professor for American music at Columbia University, theorist, and historian, is the ideal speaker to lead a
discussion on the field. We have also invited William Gaver, researcher and teacher at Goldsmiths College to provide a
complementary perspective, based on human-computer interaction and the applications that concern everyday life.
George Lewis and William Gaver will give the two keynote addresses on the first two days of the meeting.

The special session on Digital Interfaces for the Violin Family to be held on the fourth day of the meeting brings together
the NIME community around a single, specific topic. The papers presented at the special session were subjected to the
same peer-review process as the other NIME 06 paper submissions. The plenary presentations are open to the public and
are accompanied by a few additional presentations that are not included in these proceedings.

We thought that the violin was the perfect centerpiece for such a session as it articulates both the future and the past of
the ongoing avant-garde experimentation in lutherie with new materials and techniques dedicated to human expression
and poetry. As a composer and performer who has branched out from the traditional violin repertoire to embrace the
world of interactive computer music, our invited guest Mari Kimura personifies this idea for NIME 06.

The violin also strongly evokes the notion of virtuosity, which we would like to emphasize this year. Michel Waiswisz,
who has been working with electrical and sensor-based musical instruments since the 1960’s, will lead a panel discussion
of NIME performers on virtuosity in live electronic music on the third day of the meeting.

Finally, NIME 06 will host three workshops on topics of increasing pertinence: Improvisation and Computers, Motion
Capture and Analysis for Dance, and Network Performance.

NIME has the unique opportunity this year of taking place within the broader context of the Agora/Résonances 2006
festival at IRCAM. We have endeavored to bring NIME to a wider audience by creating free access to the special
session, the keynote addresses, and the panel discussion. Meanwhile, we introduce NIME delegates to the very active
local Parisian scene by arranging studio tours and events in independent venues throughout the city. A Special Guests
concert curated by IRCAM embodies the synergy between NIME and Agora.

These proceedings comprise the papers and posters from the conference, as well as an overview of the artistic program
and its concerts, installations, club, and gallery events. Further documentation of the artistic program and demonstrations,
in the form of recordings and video, as well as electronic versions of the scientific program, will be made available
online after the conference.

The monumental task of organizing a conference would not have been possible if it were not for the support of IRCAM
and the other partners of NIME 06. We would like to thank very warmly all the people involved and give particular
thanks to Emmanuel Fléty and Sylvie Benoit, our closest collaborators in the NIME 06 adventure.

We hope that NIME 06 represents another milestone in the development of the diverse, original, and open NIME
community.

Enjoy NIMEO6!
Norbert Schnell, Frederic Bevilacqua, Michael Lyons, and Atau Tanaka



NIME 06 Artistic Program — a Rough Guide

We saw an unprecedented number and diversity of submissions for the NIME 06 artistic program, creating for the first
time, to my knowledge, a situation where no single review committee member was able to view and evaluate every
submitted work. We endeavored to break out of the coldness of score-ranking on the online review system by engaging
in subjective discussion, and by asking ourselves hard questions about the musical tenets at the basis of NIME, putting to
task its history, and hopefully identifying potential new directions. We attempted to put in place programming that
matched this approach and the body of work selected, by at once bringing to Ircam works that otherwise may not have
been heard in the Espace de Projection, and at the same time taking NIME out into the city of Paris to independent
galleries, clubs, and performance venues.

After making an initial selection, we sought to identify emerging themes in the works, and to create strong concert
programs revolving around them, matched to the nature of the venues in question. It should be noted that the themes
were not pre-determined, but coalesced out of the body of work submitted. In this way, we feel that it is an interesting
indicator of the directions that NIME artists are taking us.

For Monday's NIME Performances, the committee focused on Do-It-Yourself (DIY) instruments. This, in our view, is a
new turn for the NIME community, and will be an interesting - if not controversial - topic of debate. During this evening,
no pieces make use of traditional musical instruments. This decision did not come without soul-seeking on the part of the
committee, and is a questioning that we hope will continue in inspired discussion during and after NIME 06.

Tuesday's program, "Special Guests" is the only program in the week not culled from the call for proposals. Instead, it is
curated by IRCAM, and serves as a bridge to the Agora/Résonances festival within which NIME 06 takes place. Here we
find the material that is at the foundation and history of NIME — extended acoustic instruments, responsive machines,
and sensor-instruments. Two of us on the committee were happy to be invited to this program, putting to rest any conflict
of interest issues.

With Club NIME, we hoped to create an official part of the NIME 06 artistic program that nonetheless kept the freshness
of the alternative scene. The four Club programs take us to three of Paris' interesting independent venues and in doing so
give us a tour of some of the dynamic neighborhoods of the city.

Monday at the Triptyque is an evening of hacks — be they hacked videogames, circuit-bending, or turntables turned
upside down. We are very happy to have eRikm as headliner for the opening evening of Club NIME. His sonic
explorations have broken out beyond the local scene, and beyond the turntable in his sonic explorations.

On Wednesday, Club NIME takes us up the Canal St. Martin to the Point Ephémére, a former concrete warehouse along
the canal docks that was taken over by a group of artists in the 1990's who then transformed the space into artists’
studios. The new venue marks a coming of age of the alternative scene in the form of a subsidized arts center complete
with concert, gallery, and artists’ residency spaces, restaurant, and café. It is here that Club II presents a unique evening
of objects as instruments electronically re-piped trombones, huge glass disks, and responsive networked tables.

A gallery event on Thursday afternoon scales things back a bit. Ars Longa, partner in the Club NIME organization, is a
multifaceted arts non-profit connecting community action and digital art. The gallery setting offers the intimacy to focus
on acoustics, be they the resonances of Tibetan bowls, a drum-playing robot, or the Doppler effects of spinning,
unamplified mobile phone handsets.

The final program Thursday night brings us back to the Point Ephémére to close with a program that highlights the active
local Parisian scene. From a technology standpoint, France represents for NIME an intense concentration of sensor
interface and instrument developers. In Paris we count no less than four outfits - studios, companies, garage operations -
creating interfaces for artists projects. This interest and activity in the area extends to local artists who create algorithmic
sound/image systems, or who blend active careers in pop music with a taste for interaction.

I would like to thank the Performances and Installations review committees for their energy, through the occasionally
grueling discussions, and for the host and partner organizations for making this very full artistic program possible. We
hope that the NIME 06 artistic program will be stimulating and memorable. For those who want more, there's always the
rest of Agora/Résonances!

Atau Tanaka
NIME 06 Performances and Installations Chair
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Shigeru Kobayashi, Takanori Endo, Katsuhiko Harada, Shosei Oishi 346
Paper Session, Wednesday afternoon, June 7
Augmented Instruments and Accompaniment
Hyper-shaku (Border-crossing):
Towards the Multi-modal Gesture-controlled Hyper-Instrument

Kirsty Beilharz, Joanne Jakovich, Sam Ferguson 352
Adapting the trombone: A suite of electro-acoustic interventions for the piece Rouse

Neal Farwell 358
The Augmented Djembe Drum — Sculpting Rhythms

Teemu Miki-Patola, Perttu Himaéldinen, Aki Kanerva 364
Children of Grainger: Leather Instruments for Free Music

Stuart Favilla, Joanne Cannon 370
Managing Gesture and Timbre for Analysis and Instrument Control in an Interactive Environment

William Hsu 376
Integrated Interactive Music Performance Environment

Keith Hamel 380
Learning Musical Instrument Skills Through Interactive Sonification

Sam Ferguson 384
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Session Program, Thursday, June 8

Special Session, Thursday morning, June 8
Digital Interfaces for the Violin Family

Recent Developments in Violin-related Digital Musical Instruments:
Where Are We and Where Are We Going?

Cornelius Poepel, Dan Overholt 390

Composing for Hyperbow: A Collaboration Between MIT and the Royal Academy of Music
Diana Young, Patrick Nunn, Artem Vassiliev 396

The augmented violin project: research, composition and performance report
Frédéric Bevilacqua, Nicolas Rasamimanana, Emmanuel Fléty, Serge Lemouton, Florence Baschet 402

Auditory Illusion and Violin:
Demonstration of a Work by Jean-Claude Risset written for Mari Kimura

Mari Kimura, Jean-Claude Risset 407

Augmenting the Cello
Adrian Freed, Frances Marie Uitti, Michael Zbyszynski, David Wessel 409
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Keynotes and Panel Discussion,
Monday to Wednesday, June 5 -7

Monday noon, June 5

Keynote George Lewis

Living with Creative Machines: A Composer Reflects 414

Monday noon, June 6

Keynote William Gaver

Listening to the World: Information and Aesthetics 414

Wednesday noon, June 7

Panel Discussion moderated by Michel Waisvisz

Manager or Musician? — About virtuosity in live electronic music. 415

Workshops, Sunday, June 4, and Thursday, June 8

Workshop, Sunday, June 4
Improvisation and Computers 416

Workshop, Sunday, June 4

Choreographic Computations:
Motion Capture and Analysis for Dance 416

Workshop, Thursday, June 8
Network Performance 416
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Performance Program

Concert at IRCAM (Espace de Projection), Monday evening, June 5

NIME Performances
Voice and Infrared Sensor Shirt

Tomomi Adachi 418
Solo Performance for Indeterminate 'Dirty Electronics', 'Flickertron' and 'Pseudophone+'

John Richards (aka KREEPA) 418
Pieces for Plants #7

Miya Masaoka 418
Sight Sound -Phenakistoscope-

Saburo Hirano 419
Mouseketier Praxis

Mark Applebaum 419
Children of Grainger

Bent Leather Band 419

Concert at the Triptyque, Monday night, June 5

Club NIME |
Revelations

Juraj Kojs 420
Hymn to Ampere

The Breadboard Band 420
Modal Kombat

David Hindman and Evan Drummond 420
scrambled? HaCkZ!

Sven Konig 421
Audile

Yutaka Makino and dj sniff 421

Invited Headline Club Performance
eRikm 421

Concert at IRCAM (Espace de Projection), Tuesday night, June 6
NIME 06 Special Guests

Vista, Tricot
Mari Kimura 422

Trio Improvisation
George Lewis and Alexander von Schlippenbach 422

Le Loup, Lifting, Crackle, Noise, Nevrose
Sensors_Sonics_Sights 423

On composing the now
Michel Waisvisz 423
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Concert at the Point Ephémere, Wednesday night, June 7

Club NIME I
Dual Airbags

Ben Neill and Nicolas Collins 424
Circumference Cycles

Chris Strollo, Tina Blaine, Robin Stanaway 424
reacTable*

Sergi Jorda and Chris Brown 424
Connected Spaces

Satoru Higa and Akihiro Kubota 425
backscatter

Robin Fox 425

Performances at ArsLonga,Thursday evening, June 8

NIME Gallery
Mandala 3 and Mandala 4

Greg Schiemer 426
Bowl Chant

Garth Paine and Michael Atherton 426
Live Fire

Ximena Franco and Enrique Franco 426
Jam’aa

Gil Weinberg 427
ATT

Georg Holzmann 427

Concert at the Point Ephémere, Thursday night, June 8

Club NIME Ill

piano works
Antoine Schmitt 428

chdh
Cyrille Henry and Nicolas Montgermont 428

LD.L. (Icon of Desire Lost)
Alice Daquet 429

1ProVisTruments
Cyrille Brissot, Emilie Simon, Olivier Pasquet, Cyril Hernandez 429
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Installation Program

Acousmeaucorps

Tom Mays 430
anemo

Ryoho Kobayashi 430
Meétier a Tisser Musical — The Musical Loom

Kingsley Ng 430
16:9 intercreative sound installation

Daniel Teige, Martin Rumori 431
codespace_<tag>

jasch 431
LINE

Daisuke Kobori, Kojiro Kagawa, Makoto lida, Chuichi Arakawa 432
Audio Shaker

Mark Hauenstein and Tom Jenkins 432
Sonobotanic plants

Marije Baalman and Alberto de Campo 432

Transduction.2
Marc Fournel 433

20



Proceedings of the 2006 International Conference on New Interfaces for Musical Expression (NIMEQ6), Paris, France

papers and
posters
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Mobile Music Technology:
Report on an Emerging Community

Lalya Gaye Lars Erik Holmquist
Future Applications Lab Future Applications Lab
Viktoria Institute Viktoria Institute
417 56 Goteborg, Sweden 417 56 Goéteborg, Sweden
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ABSTRACT

The new field of mobile music emerges at the intersection of
ubiquitous computing, portable audio technology and NIME.
We have held a series of international workshop on this topic
with leading projects and speakers, in order to establish a
community and stimulate the development of the field. In this
report, we define mobile music, and map out the field by
reporting on the workshop series and accounting for the state-
of-the-art.

Keywords

Mobile music, locative audio, mobile computing, ubiquitous
computing, locative media, new interfaces for musical
expression.

1. INTRODUCTION

Mobile music is a new field concerned with musical interaction
in mobile settings, using portable technology. It goes beyond
today’s portable music players to include mobile music making,
sharing and mixing. The core themes of NIME — interaction,
interfaces and music, can today be deployed on mobile
electronics. While NIME projects have mostly been concerned
with stationary concert performance or installations, mobility
allows NIME concepts to occupy exterior urban space, and
exploit people’s movements through it, as well as the
heterogeneous space and social dynamics found in those
environments. The International Workshops on Mobile Music
Technology are the first events that focus on this new field.
They have played a key role in the development of mobile
music since 2004 and can be regarded as one direction for
expansion of the NIME community. This report establishes a
definition of mobile music, describes the workshop series, and
accounts for the state-of-the-art.

2. MOBILE MUSIC TECHNOLOGY

A number of recent technological advances have pushed the
envelope of possible human-computer interactions, giving rise
to new fields such as locative media and pervasive gaming.
Mobile computing enables systems to be used anywhere and on
the move. Coupled with context-aware computing and global
positioning technology, mobile devices can respond to the

Permission to make digital or hard copies of all or part of this work for
personal or classroom use is granted without fee provided that copies
are not made or distributed for profit or commercial advantage and that
copies bear this notice and the full citation on the first page. To copy
otherwise, or republish, to post on servers or to redistribute to lists,
requires prior specific permission and/or a fee.
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Figure 1: Mobile music projects:
a) Sonic City; b) Malleable Mobile Music.

user’s surroundings and location, situating interaction within
everyday settings. Augmented and mixed-reality technologies
merge the digital and physical realm, making them cohabit in
the same environment. Ad hoc, peer-to-peer and distributed
networking allow groups of users — ranging from co-located
strangers to dislocated friends — to collaborate spontaneously,
across distances and without the need for -centralised
supervision. Meanwhile, the miniaturisation of consumer
electronics and improvements in high-capacity digital storage
have given rise to powerful portable MP3 players that could
easily contain one’s complete music collection. Moreover,
mobile phones have brought us ubiquitous network
connectivity. Mobile music emerges at the crossroads of these
technological advances and their resulting new practices,
joining the worlds of ubiquitous computing and locative arts,
with mobile consumer -electronics, and the sensing and
interaction tradition of NIME.

2.1 Mobile Music: Beyond Portability

Mobile music as a term covers any musical activity using
portable devices that are not tethered to a specific stationary
locale; in particular those where the activity dynamically
follows users and takes advantage of the mobile setting, thereby
leveraging novel forms of musical experience. Mobile music
devices might possess properties such as context awareness, ad
hoc or distributed network connectivity, or location sensing,
sometimes combined with technology embedded in the physical
environment. Therefore, they can be used anywhere and on the
move, and take advantage of people’s displacements, location,
and of the changes of social and geographical context that
mobility implies. Examples of mobile music activities include
pushing music to people nearby [16], sonifying local Wi-Fi
coverage while riding a bike [19], or remixing music tracks
with remote friends across peer-to-peer networks [27]. Mobile
music goes beyond the iconic Walkman™, and does not need to
imply individual use, headphones or passive music listening. It
spreads over a large spectrum of musical interactions, ranging
from consumption to creation, and with mobility increasingly
blurring this distinction [11]. Mobile music resonates with
practices of both NIME musicians and everyday users of
consumer audio products.
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2.2 Reconsidering Musical Interaction with
Mobility

Mobile music creates a tension between music and place as well
as new relationships between musician, listener, and music. For
electronic musicians, the mobile environment offers more than
just a new place to transplant NIME techniques. Rather,
mobility encompasses specificities that encourage us to
reconsider the basic tenets of musical interaction. Mobility
implies outdoor environments where space and place become
tangible parameters, and also implies always-on itinerant
devices: location can become a “sensor” input to music systems,
people nearby can become part of an ad hoc networked musical
performance. With networked multi-user systems, mobility
allows musical engagement beyond eye-to-eye contact. It also
asks the NIME musician to consider social aspects in everyday
public space, an environment not primarily dedicated to music
use and where people might already be involved in a number of
adjacent and simultaneous activities.

2.3 Another Dimension to Creative

Engagement with Consumer Products

Many mobile music projects draw on earlier popular electronic
music movements such as remix- and DJ-culture, file-sharing or
playlists. They extend creative ways of engaging with portable
consumer audio technology by weaving them into ever-
changing geographical and social contexts. One example is
tunA [4], where people in close proximity can share music by
listening to each other’s MP3 playlists, getting a taste of
people’s musical preferences across various social situations.
There is a broad range of possibilities in terms of making music
with mobile consumer devices, from ringtones, to mobile
soundscape recording or sound art. Widespread platforms such
as mobile phones are used as musical instruments and
interfaces, encouraging the public to explore new ways of
looking at their personal mobile devices. Projects working with
such communication technologies invite musicians and lay
people alike to participate in performances, group
improvisation, sound art or remixing, for example collaborating
with strangers in same physical space (e.g. on the bus), or
jamming with remote friends while strolling around town.

3. INTERNATIONAL WORKSHOPS

At its early stage, mobile music was rapidly gaining popularity
and relevance but lacked a clear sense community and an
explicit demarcation as a field. As for any emerging field, it was
therefore important to establish a community of people who
could share experiences and communicate ideas. A good way to
achieve such a goal is focused workshops. For instance, the
NIME conference series grew out of a workshop at CHI 2001
[23]. In 2004, we started a series of international workshops on
the subject in order to establish and develop the field of mobile
music. The workshops have gathered a mix of researchers,
designers, musicians, new media artists, and representatives of
the industry [15]. They have raised awareness about existing
projects as well as helped actors of the field with backgrounds
in multiple disciplines to identify common goals and issues,
share resources, and introduce one another to relevant
technologies, methods and concepts. The purposes and formats
of the workshops have varied as the community evolves but
activities in common include presentations of projects, in-depth
discussions, brainstorming sessions and hands-on activities.

The first International Workshop on Mobile Music Technology
was organised at the Viktoria Institute in Goteborg, Sweden, in
June 2004. The purpose was to gather a number of researchers
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with a shared interest in mobile music, and to attract additional
people who might be interested in making the community grow.
This workshop focused on presenting existing projects and
defining the field. It had 15 external participants, plus
organisers and student volunteers.

The second workshop was organised in May 2005 at NIME
2005 in Vancouver, Canada. This time, the community was
better defined, and the workshop time was shared between
presentations of new projects, in depth-discussions and hands-
on brainstorming activities. It attracted 18 external participants.

The third edition of the workshop was a two-day event that took
place in March 2006 at the University of Sussex, Brighton, UK.
It gathered nearly 30 participants and focused on the locative
media aspect of mobile music, with presentations by invited
speakers, feedback sessions about work-in-progress projects,
and hands-on activities with the latest mobile music technology.

3.1 Projects

The workshops feature state-of-the-art mobile music projects, in
the form of presentations by guest speakers and peer-reviewed
papers, posters and demonstration sessions (see Figure 2.a), as
well as feedback sessions for works-in-progress. These projects
are at the centre of the field’s development and demonstrate its
diversity and potential. Many use generic mobile platforms such
as mobile phones or handheld computers; others use hacked or
custom-made technology to better respond to specific needs and
requirements. All have in common taking advantage of the
mobile nature of mobile technologies and situations as an
intrinsic part of their work. Projects can be grouped along the
following emerging themes.

Several projects explore collaborative music making with
mobile technology. Malleable Mobile Music [28] (see Figure
1.b) is a location-based and peer-to-peer networked remixing
system. TGarden [24] is an interactive environment for
theatrical music making using wearables. Sequencer404 [17]
allows multi-user control of a musical sequencer through
telephony and Voice over Internet Protocol (VolIP). In
CELLPHONIA [8], people engage in a location-based mobile
phone karaoke opera. The collaborative public art performance
China Gates [10] synchronises a set of tuned gongs with GPS as
participants follow different routes. Mobile phones are used for
interacting with a sound installation in Intelligent Streets [18].
Finally, IMPROVe [29] is a architecture for collaborative
improvisation with sounds recorded with mobile devices.

Some of the projects in the genre of mobile music making
enable individual users to manipulate sounds and create music
by interacting with environmental factors: the physical urban
environment with Sonic City [12] (see Figure 1.a), and ambient
lighting conditions in Solarcoustics [3]. A mobile user-interface
platform for such interactions in a personal area network (PAN)
was also demonstrated [30].

Another theme is mobile music listening and sharing. Some
projects address the sharing of playlists and music across peer-
to-peer networks, enabling users to listen to their neighbours’
music either synchronously (SoundPryer [21] and tunA [4]) or
asynchronously (Push!Music [16]). Other projects transform
music albums into narratives spread across geographical space
(Location33 [9]), or enable the cultivation of public “sound
gardens” located in Wi-Fi connections, as an overlay on
physical space (Tactical Sound Garden [TSG] [25]).

A third area is dedicated to HCI and mobile music. It includes
SonicPulse [2] — a project providing an acoustic way of
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passively monitoring or actively exploring a shared music
space, Music Mood Wheel [1] — an auditive interface for
navigating music spaces on the move, and Minimal Attention
Navigation via Adapted Music [14] — a musical navigation
system for pedestrians.

Meanwhile, some workshop participants have taken a more
sociological or media-studies approach, looking at the relation
between music taste, use and identity [11], soundscapes and
people’s everyday experience of place [22], mobile phones and
its use in sound-art [5], and mobility, sound and urban culture
[7]. These contributions have brought insightful humanistic
perspectives for the development of the field of mobile music,
grounding it on social realities, aesthetics and already emerging
practices.

3.2 Group Activities

The workshops included group activities with structured
brainstorming sessions in the first two workshops, as well as
feedback sessions and hands-on experience of mobile music
technology in the third one. These were combined with in-depth
discussions on various topics relevant to mobile music and on
current issues, opportunities and challenges in the field — e.g.
the relationship between mobile devices, space and the body in
movement, or how to approach context-aware platforms
developed in the field of ubiquitous computing with a NIME
perspective.

3.2.1 Brainstorming Sessions in the 1°' Workshop

An important function of the first workshop was to map out the
field and define future directions. We organised a series of
structured brainstorming activities that ran over two days.
Participants were divided into three groups, each dedicated to
one of the following topics: mobile music creation; mobile
music sharing; business models and the future of the mobile
music industry. In addition to this, we had pre-defined a number
of themes to investigate: infrastructure and distribution; genre
and formats; social implications; ownership; business models;
creativity; interaction and expression; mobility; users and uses.

Each group would choose four themes from the list, and
discussed them from the perspective of their overall topic. For
instance, the group on Business models discussed the theme
Genre and format, raising issues such as length of
compositions, use of meta-tags or potential revenue from
different kinds of formats. After the first day of brainstorming,
results were presented to the other groups. The second day was
dedicated to defining design dimensions for mobile music
applications based on day one’s sessions (for example solo vs.
collective, foreground vs. background), and to mapping the
emerging design space to existing or future projects. The
sessions raised a number of issues, including “in-between”
states that are neither mobile nor stationary, how musical taste
is used to establish personal identity, to the meaning of
ownership and where added value could be elicited.

3.2.2 Bodystorming Session in 2" Workshop

In the 2™ workshop, hands-on activities were kept to one
afternoon. They focused on bodystorming of mobile music
applications and scenarios. Bodystorming is a method where
participants act out a particular scenario of use, taking the roles
of e.g. users or artefacts and focusing on the interaction
between them [6]. With this method, participants explored
various mobile music themes, developed simple application
ideas, and physically enacted scenarios of use in order to get an
embodied understanding of design challenges and opportunities
specific to mobile music.
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Figure 2: Mobile music workshops: a) Project
demonstration and b) scenario bodystorming

Participants first combined randomly chosen instances of the
following categories: situations (e.g. driving a car while it
snows); users (e.g. school kids); technological infrastructures
(e.g. Wi-Fi, GPS); #ypes of music uses (create, share,
organise...). Combinations were assigned to each group and
developed into 3 application or scenario ideas per group during
short brainstorming sessions. Each group decided on one idea
and further developed it through bodystorming. Scenarios were
then acted out to the rest of the workshop to stimulate
discussion. An example of scenario was a bicycle-taxi working
as a peer-to-peer server and broadcasting its clients’ music on
loudspeakers in Kingston, Jamaica (see Figure 2.b). This
scenario generated discussions on mobile ways of sharing and
outputting music in public space, and of their social adequacy.

3.2.3 Feedback Sessions and Hands-On Activities

in the 3" Workshop

On the first day of the third workshop, selected work-in-
progress projects grouped in parallel sessions received expert
feedback during critical and supporting discussions. Through
this participants identified crucial issues and presented their
findings to the other groups. The second day was hands-on and
gave participants access to technologies for mobile music that
they might otherwise not have been exposed to. Participants
were given tutorials on sensors for mobile music, and on
miniMIXA [20], a mobile music software mixer and mini
recording studio for hand-held devices. They were also
introduced to socialight [26], an audio space annotation
platform for sharing location-based media. As a follow-up,
participants sketched out possible applications combining such
technologies.

3.3 Dissemination of Results

The output from the workshops has been presented in contexts
outside of NIME and of the workshop itself. Two of the co-
authors moderated a panel discussion at the ACM SIGGRAPH
2005 conference on the subject of Ubiquitous Music [13] where
the majority of the panellists selected by the conference had
previously participated in the workshops. As the largest
international conference on digital media and emerging
technologies, the SIGGRAPH panel underscored the pertinence
of mobility and musical interaction to a wider field. Authors
have also given lectures about mobile music in art and design
schools. Currently, the results from the first workshop are being
edited into a book that will be a key reference emphasising the
creative potential of mobile music technologies.

4. CONCLUSIONS AND FUTURE WORK

We have presented the field of mobile music, its current state-
of-the-art, as well as a workshop series with a decisive influence
on its development. During the workshops, a multitude of
emerging key topics concerning the socio-cultural, artistic,
technological and economical aspects of mobile music have
been identified. The overall experience of these events has been
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very positive. Out of the participants has crystallised a core
group, which is very active in the field. The community
continues to grow, with new people being attracted to each
workshop and the number of relevant projects increasing
consistently. The future of mobile music is now being shaped
by a collective community effort and promises interesting future
developments. In order to further extend and consolidate the
mobile music community and support these developments, we
will continue to organise new workshops and will soon publish
a website as a resource for mobile music projects and related
publications.
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ABSTRACT

This paper presents the concepts and techniques used in a
family of location based multimedia works. The paper has
three main sections: 1.) to describe the architecture of an
audio-visual hardware/software framework we have
developed for the realization of a series of locative media
artworks, 2.) to discuss the theoretical and conceptual
underpinnings motivating the design of the technical
framework, and 3.) to elicit from this, fundamental issues
and questions that can be generalized and applicable to the
growing practice of locative media.

Keywords

Mobile music, urban fiction, locative media.

1. INTRODUCTION

This paper presents the concepts and techniques created to
realize a body of location sensitive mobile media artworks.
They are installation works extending beyond the confines
of a gallery, to include the urban environment. Conceived
for participative use from advanced mobile telephones, they
call upon techniques from interactive music applied to new
contexts that include the interplay of sound and image, an
exchange between participants in the gallery and
participants in the streets, and the creation of an abstract
narrative from audiovisual media captured on multiple
mobile devices.

The paper is organized as follows. In section 2 we describe
related works, both by the present authors, as well as others
in the field. Section 3 introduces the notions of spatial
interaction and locative media that form the conceptual
basis of the work and section 4 outlines a typical usage
scenario. Section 5 describes a generalized system
architecture. The system is ultimately a framework that can
be adapted to a series of works in the area. This framework is
able to service various embodiments, including the scenario
described in Section 3. Section 6 closes with discussion of
the first installation work created using the framework.

2. RELATED WORK

The authors have each separately produced prior work that
leads up the present collaboration. Tanaka has published on
and demonstrated a collaborative mobile music system [18].
Gemeinboeck has exhibited and published installation
works in which abstract threads of memory interweave
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mediated and physical spaces [5].

Related work in the area of mobile music systems can be
seen in the projects presented at international events like the
Mobile Music Workshop series [11]. Recently, new fields of
creative works known as locative media are gaining interest.
Work in this area is represented in research consortia such as
Open PLAN [8], and in festivals such as PixelAche [13]. One
of the themes for the 2006 edition of the International
Symposium of Electronic Art (ISEA 2006) is the Interactive
City [10].

Recent artistic inteventions in the field of locative media
include the annotation of the physical with virtual marks or
narratives [14] or the revelation of patterns by tracing the
participants’ movements through the environment [16].
They tend to take a documentalist approach to integrating
geography as a component in artistic practice.

3. CONCEPTS
3.1 Spatial Interaction

The work seeks to establish a connection across and
coherence between two distinct types of spaces — urban
space, and a gallery exhibition space. The latter is typically
characterized as a “white box”, controlled environment with
artificial lighting to present cultural artefacts. Everything is
done to allow concentration and minimize distraction in a
gallery. An urban environment, on the other hand is an
uncontrollable multiplicity of independent activity.
Typified by the term, “concrete jungle”, it is characterized by
chaotic activity, and multifarious events, indications, and
communication that simultaneously make demands on our
attention.

3.2 Locative Media

The deployment of mobile, networked, location-aware
computing devices, involving participants in mapping
processes, social networking or artistic interventions is
often associated with the emergent field of locative media.
Considering geographical space to be a canvas that allows
the inscription of personal narratives, desires, and memories,
offers a powerful instrument for communities to (co-)author
their environment and to collectively organize and share
such subjective experiences. There is, however, a double-
edge to the attempt of inversing power strategies of remote
control, as the technologies affording these collective
location-based interventions paradoxically operate upon the
same plane as surveillance. Its reliance on positional
precision and location-based context critically link locative
media to the arena of cartography and its dominant practices
of mapping. And, in Irit Rogoff’s words, “mapping as a
cultural, political and epistemological activity is deeply
imbricated in nations’ narratives of their own formation”
[15]. This ambivalent notion, of course, bears the potential
of opening up a third space [1], a space for intervention, in
which these power relations can be investigated and
negotiated.
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3.3 Geography as Musical Interface

This paper seeks to describe location-based techniques in
the context of interactive music and multimedia. Interactive
music has until now primarily focused on the use of sensor
systems as the underlying technologies used to build novel
interfaces and new musical instruments. Here we describe the
use of geographic localization in this light. As the system is
multi-user, it is not only location that enters the system as
musical parameters, but the community interactions that
take place amongst the users of the system. While prior work
by the authors has demonstrated the use of social dynamic
to generate musical re-mixes, here we describe a generalized
framework that can support the creation of a body of work
that is location aware, multi-user, and multimedia.

4. SCENARIO
4.1 The Players

There are two types of participants corresponding to the two
spaces the work inhabits: the outdoor mobile environment,
and the indoor gallery environment. Players outdoors are
armed with specialized mobile phones loaned out to
participants. The indoor participants not only experience the
resulting audio/visual projections in the gallery, but
interact with the piece and the other participants through
touchscreen interfaces on pedestals in the gallery space.

By spanning two disparate environments with a single
system, we create a ‘third space’ that is spanned by three
mobile participants, three gallery participants and server.
The interconnections correlate, process and communicate
actions in each domain of this shared space, resulting in the
community media dynamic that is the output of the system.

4.2 Mobile Participants

A series of advanced mobile telephones are made available
to gallery visitors who are encouraged to undertake a
‘mission’ in the neighborhood surrounding the gallery. The
mobile phone functions as a music listening device with
Walkman headphones, and with its built-in video camera, as
a portable video camera.

Depending on the specific manifestation, or use of the
framework in a specific piece, the motivation may take on
different forms. This may be game-like, with specific targets
as in a treasure hunt, more social, as in orchestrating
personal encounters through sound/image avatar mediated
representation, or be more abstract or even aimless. The
framework supports all these modes, the specific
embodiment will define the participants’ tasks through a
kind of community choreography.

4.3 Gallery Participants

The gallery space is arranged to be a sort of “mission
command central”. The recomposed collage of incoming
images from each mobile camera and processed and mixed
sounds are projected on a large-scale screen and in the sound
system. They display the ongoing weaving process in
relation to the path that is invisible for the participants
outside the gallery.

The gallery participants are not just passive viewers, but are
able to interact with the mobile participants via three small
touchscreen interfaces. Made available on pedestals in front
of the main projection screen, each touchscreen corresponds
to one mobile phone out in the field. The touchscreen
display is similar to the mobile phone display, but larger,
having greater functionality, and giving a higher level view
of the system. While the display follows the camera image
received from its corresponding mobile phone (surveying
the surveyor...), it also shows the relation of the current path
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and the one it seeks to follow (the trail of a previous
participant). Allowing the gallery participant some level of
control, they can choose to highlight or obscure relations
before they are interpreted and sent to the participant
outside. These manipulations not only contribute to the
progress of the mission, but are also displayed on the large
screen and sound system.

Social Location
network servic

) Nw@ .

Gallery space

projection screen |
sound system =

- S ——

Sensors
VAXMSP amalgamated \ideo
bi-directional server audioAideo projector
audpvideo
streams

Mobile clients <

> L[

buchscreen interfaces

oammandrmerambn

Figure 1. System Overview

4.4 Data Aggregation

The system server aggregates the different audio video
sources from the mobile devices, and processes them
according to control information coming from the different
participants and various external sources.

Mobile participants are able to interact in a crude fashion
using the S5-way control buttons on their mobile phone. In a
more advanced implementation, sensors onboard the mobile
devices can give more fluid information on the gesture and
movement of the mobile user. While these various control
data can directly affect the audio/visual display local to
their device, their primary use is to be recovered by the
system as a series of XML messages that alter that
participant’s part within the aggregated whole on the server.

Likewise, gallery participants actions on the touchscreens
serve not only to send instructions to their corresponding
mobile user, but also are sent up to the server to contribute
to global media processing. The exact processes and
mappings depend on the specific implementation.

External control sources include geographic location of each
mobile device. While existing systems like the Global
Positioning System (GPS) allow accurate location tracking,
they necessitate additional hardware. In the current
framework, we make use of mobile phone’ GSM cell antenna
signal reception strength mapped to mobile operators’
databases of antenna location to deduce an approximate
location. A Location Based Services (LBS) server provides
the gateway between the measured antenna signal, the
operator database, and the framework server.

Other external information includes Geographic
Information Systems (GIS). This allows recovering
demographic information correlated to mobile client
position. Socio-cultural embodiments of the framework
make use of this data channel to extend the third space
afforded by the framework to include socio-economic data
that is location specific.

4.5 System Output

Based on aggregated media and associated control
information, the system server amalgamates the disparate
media elements, processing, combining, mixing, distorting
them according to rules and mappings defined in each
specific embodiment.
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The result is a series of audio/video streams sent out to
several destinations. The destinations include returns to the
individual mobile devices and in-gallery touch screen
displays. The primary destination is the main video and
sound projection in the gallery, representing the sum output
of the system. The media being streamed out to the mobile
devices and touchscreens can be individually tailored, or
may mirror the main output.

Sound output is rendered based on the interaction elements
coming in from the control channels. Two types of sound are
employed: pre-composed musical tracks, and live
environmental recordings. Each mobile user may have
selected a music track as their “soundtrack™ for their walk.
Meanwhile, the microphone on the mobile phone serves to
provide live sound capture of the outdoor environment.
These elements are correlated to similar elements from the
other users, as well as history of previous users experiences
to create a collage mix. Depending on the state of the user’s
sensors or location, as well as those of the others, the final
sound output will be an evolving mix of deconstructed
musical source elements injected with environmental noises,
actively panning and substituting elements from other users
and other moments while preserving a coherent sonic flow.

5. ARCHITECTURE

The technical infrastructure of the piece supports both
classical client-server architectures as well as peer-to-peer
like end-to-end communication. The project server is
situated in the gallery space. There are three kinds of server
side functions: audio/video (a/v) input/output (i/o),
message services, and location services. There are two types
of clients: the mobile devices and the small touchscreens in
the gallery.

5.1 Clients
5.1.1 Mobile Terminal

The client is a mobile telephone with multimedia
capabilities. It has a network connection over 3G (or UMTS)
packet switching mobile data infrastructures with a
bandwidth throughput of up to 256 kbps.

The terminal is able to operate as an audio and video capture
device, streaming live audio-video streams up the wireless
network to the server in the gallery. It is also a sound/image
display device, with MP3 audio decoding played over
standard Walkman headphones, and with a 240x320 color
graphics display. The client is able to read audio and video
data streams from the network to display in real time. A
custom Java program was developed, and has been
downloaded to the phone’s memory prior to the exhibition.

The user interacts with the system via a 5-way joystick-
button system and two programmable soft-buttons. The
phone folds switchblade style, concealing the numeric
telephone keypad, but leaving the camera, display, audio
jacks and interface buttons apparent. This configuration
allows the phone to lose it’s telephone associations and be
used as a nomadic a/v device. (Fig. 2.)

While the primary mode of communication for the mobile
client is with the project server, there is the possibility of
direct peer communication amongst the mobile devices. A
profiling system is used to construct a social networking
map when each mobile device joins the system. The social
network defines the situations and conditions in which
mobile devices would enter into direct communication. This
in conjunction with the location services could for example
aid two mobile users to cross paths if nearby.
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Figure 2. Mobile Client Architecture

5.1.2 In-gallery Touch Screen

The stationary clients are 12.5cm diagonal 768x1024 pixel
handheld computers. They are connected via 802.11g (WiFi)
wireless networking to the server. One touchscreen interface
corresponds to each mobile phone out in the field. The user
is able to manipulate the graphic user interface (GUI) on the
touchscreen with his fingers. These in-gallery client devices
serve as mediators between the mobile terminals and the
final gallery audio/video projections.

5.2 Servers
5.2.1 A/V Server

The server is programmed in MaxMSP/Jitter with several
ancillary components. It is able to receive parallel
audio/video upstreams from each of the three mobile
phones.

The server has three distinct a/v output destinations: the
mobile clients, the gallery clients, and the main projection
display.

Audio to the mobile clients is sent up to an Icecast server [9]
running on the same machine that relays the audio stream to
the mobile phones as an MP3 live stream.

The incoming video from the mobile phones is mirrored to
each corresponding in-gallery client over the LAN via http.
The video stream is consolidated and encoded as an H.263
streamed over HTTP to the mobile clients.
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The monitor output as well as audio output of the server
machine are connected to a local projection system in the
gallery. This is the final combined output of the system, sent
to a video projector and sound system.

5.2.2 Messaging Server

It also receives control input resulting from the mobile
user’s actions on the telephone buttons, as well as the
gallery participants’ activities on the touch screens. These
control message enter as OSC messages translated to XML
over UDP and TCP socket connections.

5.2.3 Location Server

Location based services are provided as a middleware layer
server side between the mobile phone operator and the
gallery. Each mobile client can be tracked geographically to
a precision determined by the distance between two cell
antennas. This location data is aggregated at the gallery
server as one of the visual/musical parameters.

5.2.4 Social Network Server

A user profile system allows for recording of user
preferences and user-specific metadata. While on commercial
systems, this kind of data would typically be used for
personalization to feed recommendation engines, in the case
of the present framework, the data is used as a means through
which different users may enter into direct contact. This
allows bootstrapping of a social network overlay to the
system where principles from social computing are used to
make connections between direct acquaintances, friends of
friends, and users of similar profiles. This provides the peer-
to-peer communications channel that runs parallel to the

client-server media architecture predominant in the
framework.
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Figure 3. Server Architecture

6. DISCUSSION

6.1 Idiomatic Locative Media

We have described the architecture and general usage
scenario of a hardware/software framework that is not
specific to one artwork, but that should be useful in the
creation of a series of musical or audio-visual works that
seek to tap the dynamic of locative media. The question
arises about the true generality of the framework, and
idiosyncrasies that may influence the resulting works.

The motivation was to create a framework detached from a
specific creative embodiment much in the way that a musical
instrument has an independent existence and identity from
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the pieces that are composed for it. A musical instrument,
while separate from a work for that instrument, however,
does exhibit specificities and idiosyncrasies. Composers
who successfully exploit these idiosyncrasies, we say, have
found the voice of the instrument, and have written music
idiomatic for that instrument [20]. An instrument can foster
a repertoire, or a body of work, that while stylistically
diverse, remain identified with that instrument.

We sought a similar goal with the present framework. We did
not want the framework to be tied down to needs or
peculiarities of a single piece. At the same time, the
construction of the framework represents the views of the
present authors on issues of locative media. By building a
locative media instrument of sorts, we hope that others may
benefit from the efforts in creating the system to realize
other, related works. The notion that we have created a
platform even for ourselves to realize more than one piece
work is attractive. The resulting pieces, whether done by us
or by other composers and artists, may have the indelible
identity that associates it with the framework described here,
but from the idiomatic composition perspective, this is not
seen as a negative quality.

In the following sections we describe some of the theoretical
underpinnings that motivated us to construct the framework
in the way we did.

Figure 4. Example of generated imagery

Figure 5. Image displayed on mobile client

6.2 Memory and the Situationist Dérive

The participants’ mission is to uncover the traces of earlier
participants, that is to say that they are using their mobile
instruments to look for and to follow the invisible trails of
now past participants and the traces captured along these
paths. The scenario reminds of a notion of Benjamin’s
flaneur, in which they put themselves in the shoes of
someone else in order to emplace themselves in the city. [2]
Only that the observed other is no longer present. The city in
the ‘eyes’ of the device then composes and decomposes
itself in relation to the invisible path. As both current and
stored positions and images are compared on the server, each
participant, similar to the game ‘Hot and Cold.” receives
indications about their closeness to the path. These visual
and acoustic indications, however, can be deceiving as the
result of these relational processes can be obscured or
manipulated by the gallery participants. Participants,
however, don’t only leave and receive traces but can also
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choose to conspire and to co-navigate themselves through
the neighborhood. The path reveals itself through puzzle
pieces that appear on the screen, weaving threads of the past
into the urban present.

6.3 Surveillance

The digital revolution has helped make possible the
surveillance society as predicted by Orwell and Huxley [12,
7]. While governments put in place networked capability to
survey with advanced image analysis techniques all in the
name of security, few today decry Orwell’s 1984 and Big
Brother except by anecdote. Why?

Perhaps one explanation is that as governments have gained
surveillance powers, so has the public. The omnipresence of
consumer devices camcorders has created a revolution in
grassroots journalism. Beginning with the Rodney King
video in 1991 denouncing police brutality [6], amateur
video has often been the first camera on the spot, be it for the
tsunami in Southeast Asia, or the crash of the Concorde [3].

The question of balancing of power, or tension between
powers, respectively, and its potential inversion of observer
and observed create the second dynamic we wished to put in
place in the work.

6.4 Interrelations

The server, storing and processing the trails and traces of the
participants, of course, appears to have the ultimate
‘knowledge’ and thus control over the relations of the
individual participants. The tension unfolds when the
gallery visitors use their ‘control power’ to manipulate the
sets of relations or the mobile participants, in turn, conspire
with one another.

The process of detecting and negotiating the invisible paths
not only relies on the instrument’s positions but also
deploys pattern and image recognition strategies.
Analogous to the participants’ experience of seeking the
invisible trail, the underlying control process likewise
becomes a matter of relations and associations, rather than a
one-to-one correspondence of geographical positions
(coordinates).

7. CONCLUSIONS

We have described a framework for the creation of musical
and audio-visual artworks that extend outside of the concert
hall or gallery space to embrace and include the surrounding
city. The system is conceived as a semi-generalized
framework, much in the way of a musical instrument. We
have described the qualities and structure of the instrument,
and have defended the architectural decisions by a
theoretical stance with respect to location-based interaction.

While the conceptual structure calls upon cultural theory,
the modes of interaction draw directly upon techniques that
are current in the fields of interactive music, media art, and
social computing. This provides the composer or artist the
possibility to extend their craft beyond the confines of
traditional cultural venues to include the dynamics of the
urban environment.
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ABSTRACT

We demonstrate that mobile phones can be used as an ac-
tively oriented handheld musical performance device. To
achieve this we use a visual tracking system of a camera
phone. Motion in the plane, relative to movable targets,
rotation and distance to the plane can be used to drive
MIDI enabled sound generation software or hardware. Mo-
bile camera phones are widely available technology and we
hope to find ways to make them into viable and widely
used performance devices.

1. INTRODUCTION

Mobile phones and mobile handheld devices are by now
a ubiquitous commodity used by many. They have become
an integral part of everyday interactions. In this work we
consider the idea of making mobile handheld technologies
into new interfaces for musical expression. Many people
already own mobile technologies. Hence, there is no prob-
lem of dissemination and social acceptance. Many novel
interfaces for musical expression suffer from this problem
because they require new and unfamiliar hardware.

Technologically mobile devices are also converging to-
wards one entity. With respect to music this has so far
been with an emphasis on playback [4, 7, 20, 26, 27, 28],
and mobile music interactions with a strong input com-
ponent are yet in their infancy [19]. An example of an
interaction paradigm based on mobile technology is Gp-
sTunes [25] where walking navigation is supported by vari-
ation in musical playback, which in turn is closely re-
lated to the Sonic City project, which however doesn’t
use a mobile device for sensing [12]. “miniMIXA” from
SSEYO (www.sseyo.com) is a music mixer for mobile de-
vices. However, it does not use camera-based input.

This work is based on continuous visual tracking and
hence requires the mobile device to contain a camera with
reasonable frame rates [1, 2, 23, 24]. By moving the cam-
era phone over visual markers, the user has various de-
grees of freedom to control parameters which in turn are
sent to a computer via Bluetooth. The incoming signal is
converted to MIDI messages, which then can be mapped
to MIDI-enabled sound generating software and hardware.
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The visual display of the phone is used to provide naviga-
tional guidance and allow for authoring of the geometric
setup of the mapping. A flow diagram of the system is
shown in Figure 1.

Computer

Camera-Phone )
Visual

Markers

Figure 1: Overall flow diagram of the interface de-
sign. The camera phone is used to continuously
sense a visual marker grid and display guidance
whereas a computer is used to map the data to
MIDI and in turn produce sound.

‘We use a commercial music sequencing program to demon-
strate the potential of the mobile interaction for live per-
formance. For this purpose a piece has been written by
the third author which can then be remixed live using the
CaMus technology.

Other projects have used visual marker recognition to
devise new interfaces for musical expression [5, 10, 18].
In all these cases a stationary digital camera is connected
directly to a computer and mobile camera phones are not
used. Visual tracking for physical mobile interaction has
been described in [13, 14, 23]. Hansen et al. [14, 15] track
hand-drawn circles, colored objects, and faces, in order
to implement mized interaction spaces: physical spaces in
which digital interaction takes place. Hachet et al. [13]
propose a camera-based interface for two-handed input.
One hand holds the device, the other hand holds a card
with color codes. The 3D position of the camera relative
to the card is mapped to different user interface operations
such as pan and zoom, and rotation, and navigation in tree
maps.
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Figure 2: The user focuses a target that is located
at a fixed position in the virtual workspace.

2. VISUAL GRID TRACKING AND PER-
SPECTIVE RENDERING

Interaction takes place on a grid of visual markers, which
are derived from visual codes [23]. The grid represents a
large workspace, of which different parts can be accessed
with a camera phone by simply placing it over the relevant
area (see Figure 2). The phone display acts as a window
into the virtual workspace. The grid thus enables a spa-
tially aware display [11, 29]. We present one-handed tech-
niques for interactions with objects in space. The space
can be shared by multiple camera phones.

The grid defines a coordinate system that provides an
absolute frame of reference for the spatial interaction (see
Figure 3). Printed on paper, it typically extends over a
DIN A4 or A3 sheet. The upper left corner of the grid is
the origin, the upper edge is the z-axis, and the left edge is
the y-axis of the grid coordinate system. One coordinate
unit corresponds to a single black-and-white cell. Each
marker has a width and height of 6 cells. Markers are
placed two coordinate units apart, which results in one
marker for each 8x8 unit area of the grid. The left upper
corner stones of each marker are placed at grid coordinates
(8z,8y),z,y € {0,1,2, ..., 31}.

The markers have a layout similar to visual codes [23],
but consist of only two corner stones and two guide bars
and a smaller data area. The data area of a single marker
has a raw capacity of 12 bits. It is used to store the x index
(5 bits) and the y index (5 bits) of the marker within the
grid, as well as two parity bits. A grid can thus have a
maximum size of 32x32 markers, which is equivalent to
256x256 coordinate units.

In our current implementation on Symbian camera phones
with a resolution in view finder mode of 160x120 pixels
and with a printed size of 6.8 grid units per cm (i.e. the
size of a single marker is about 9x9 mm), the grid is de-
tectable at distances between 2 cm and 10 cm from grid
surface to camera lens. This results in a 3D interaction
space of length x width x height = 37.6 cm X 37.6 cm
X 8 cm, if the maximum of 32x32 markers are used. In
this space, we can precisely determine the position and
orientation of the phone at a rate of up to 10 frames per
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Figure 3: The grid defines an absolute coordinate
system. The camera phone computes the coordi-
nates of the cross hair (28,20 in the left screen-
shot), the distance from the grid surface, and the
amount of rotation and tilting. (a) The grid is
drawn according to the current camera perspec-
tive. (b) The perspective mapping is computed
from the maximum area of recognized markers.

second with our prototype device (a Nokia 6630 Symbian
phone), depending on the complexity of the rendered vir-
tual workspace. In particular, the focus point on the grid
surface can be tracked with high precision.

The grid has to allow for a smooth continuous detection
of position and orientation during movement. It also has
to provide the basis for a perspective rendering of the grid
lines as shown in the left screenshot in Figure 3 (labeled a).
(Here, the distance between parallel lines is 8 units in the
grid coordinate system.) Perspective rendering makes the
illusion more convincing, as if the user is looking “through”
the device screen onto the background. This is similar
to the effect of symbolic magnifying glasses [22] and see-
through tools [6]. To fulfill the first requirement of con-
tinuous grid tracking, we have devised a very small visual
marker, such that at any position on the surface, and even
at close camera distances from the grid, there is at least
a single visual marker completely contained in the camera
image. However, with smaller sized codes, the perspec-
tive mapping between corner points of the code and corre-
sponding grid coordinates is less accurate. Thus, in order
to fulfill the second requirement of providing a stable basis
for perspective rendering, we use multiple markers in the
camera image to establish the mapping. This is shown in
the right screenshot in Figure 3 (labeled b).

We need four corresponding pairs of (triple-wise non-
collinear) points to establish a perspective mapping be-
tween the image coordinate system and the grid coordi-
nate system. Once the markers are recognized, the image
pixel coordinates of their corner stones and guide bars are
known. This is indicated by the yellow frames around each
recognized marker in Figure 3b. (The camera image is not
shown during normal use, since it distracts the user.) The
closer these points lie together, the less accurate the map-
ping will be, since a small variation in corner stone pixel
positions of successive camera frames results in severe fluc-
tuations of the grid rendering. However, at medium dis-
tances, multiple markers are present in the camera image.
Hence, to compute the perspective mapping we use the
largest possible area to get the most accurate mapping.
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phone movement across grid

Figure 4: A halo is used to indicate a distant target. Moving from left to right with increasing distance
from the target: (a) target is focused, (b) inside the target’s range of influence, (c) on the border of the
range of influence, (d) outside the range of influence (color changes from red to yellow).
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Figure 5: Screen contents at three different positions on a grid with two targets (the right half is a
magnification of the left center area): (a) left target focused, (b) between the two targets, (c) right target

focused.

In the frame shown in Figure 3b, six markers have been
detected. They are highlighted by yellow frames. Instead
of basing the perspective mapping on any of the markers’
corner points, the points (1) to (4) are used, which repre-
sent elements of different markers. The resulting rectangle
is highlighted by a green frame. For these corner points,
of which we know the image coordinates from the marker
recognition step, we establish correspondences as follows.
For an upper left corner, its grid coordinates are (8i1,871),
where 71 and j; are the horizontal and vertical indices that
are stored in the marker. The grid coordinates of an up-
per right corner are (8i2 + 5, 8j2), of a lower right corner
(8i3 + 5,873 + 5), and of a lower left corner (84,854 + 5).
Again, i and ji, k € {1,2, 3,4}, are the vertical and hori-
zontal index values that are stored in the respective code.
From these correspondences, we can compute a perspec-
tive mapping (a planar homography) between image co-
ordinate system and grid coordinate system. With this
mapping and its inverse, graphical elements that are spec-
ified with respect to the grid coordinate system are trans-
lated to image coordinates and focus point coordinates are
translated to the corresponding point on the grid.
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3. VISUAL GUIDANCE

‘We use the term target to denote the basic elements that
can be created and placed in the workspace. Each target
has a position in grid coordinates and an index number
associated to it. Since the small display of a mobile phone
can only visualize a small part of the workspace at once,
finding targets at different positions can quickly become
difficult. Since we want to avoid the need for switching
between an overview mode and a closeup mode, we decided
to use an extension of the halo technique [3] as a way
to visualize off-screen targets. This technique supports
spatial cognition by surrounding targets with rings that
are just large enough to reach into the display window (see
Figures 4 and 5). Even if the visible arc is only a small
fraction of the ring, it contains all the information needed
to intuitively infer the direction and approximate distance
of a target. The technique uses very little screen space
and has been shown to lead to significantly shorter task
completion times compared to arrow-based visualization
techniques [3].

Our extension relates to the visualization of the radius
of influence — and equivalently the circular area of influ-
ence — that is associated to each target. If the user focuses
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a) focus target,
press button

b) drag target, while
button pressed

Figure 6: Repositioning targets on the grid: (a)
focus target and press joystick button, (b) drag
target to new location and release joystick button.

a grid point outside the area of influence, then the target
has no effect on the output produced. If a point inside
the area of influence is focused, then the strength of the
effect is inversely proportional to the distance from the
center. The goal was to find a visualization that uses the
halo technique and does not add additional visual clut-
ter to the interface, yet intuitively tells the user if he is
inside or outside the area of influence. Figure 4 shows
how the screen contents change as the user moves to the
right, starting from the center of a target (a), at which it
is surrounded by a minimal halo. Moving to the right, but
still inside the area of influence (b), the halo remains to
the right of the cursor. If the cursor is inside the arc of
the halo, this indicates “insideness.” Around the radius
of influence (c) there is a boundary region, within which
the halo is drawn at that radius at a constant position
with respect to the background grid. With further move-
ment, the halo moves with the background grid to the left.
When it passes the cursor, its color changes from red to
yellow. Color and curvature of the halo now indicate that
the user is located outside the area of influence. Using this
extension we have reached multiple goals. With a mini-
mal amount of visual clutter, we visualize “insideness” and
“outsideness” and the direction and approximate distance
of off-screen targets.

The technique scales to multiple targets, as well. Fig-
ure 5 shows a grid with two targets. Target 1 is located
at grid coordinates (32,72) and target 2 at (80,48). The
targets are located just outside each other’s radius of influ-
ence. At position (a), target 1 is focused and the outside
of target 2’s halo is visible. At position (c) it is the other
way round. At the intermediary position (b), the cursor
is inside both areas of influence, as indicated by the ha-
los. As proposed in [3], if many targets are present, it is
advantageous to merge multiple halos into a single one to
indicate a cluster of distant targets.

There are a number of different possibilities of inter-
acting with a target. First, targets can be created at the
current cursor position by pressing the phone’s binary joy-
stick (also termed multi-way button) in south direction.
Pressing it in north direction deletes the closest target.

Targets can be also be freely repositioned on the grid
(see Figure 6): (a) a user focuses the target and presses
the joystick button, (b) the minimal halo disappears and
the target can be dragged to a new location. The target
follows the cursor until the button is released.
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4. INTERACTION TYPES

Given this technology a number of parameters can be
detected. First the x and y position along the two orthog-
onal axes of the visual marker array. Second is the rotation
of the device with respect to the visual marker panel. Dis-
tance to the marker array can also be extracted including
tilt. In our current implementation we only use position,
rotation and distance. This information is then sent to
software on the laptop for mapping to MIDI. At this stage
already some transformations are applied. In our current
implementation, zy-coordinates are converted into relative
distances to active markers (see section 3) with a maxi-
mum radius of influence, height, and rotational angle in
the range of -90 to 90 degrees with O degrees being north.
Then the respective parameters are linearly rescaled to fit
the typical dynamic range of MIDI (0-127).

This information is only sent while the cursor is in the
influence radius of a target. In this case rotation of the
phone in the horizontal plane 90 degrees left and right of
the normal upward position and height of the phone over
the sheet with the visual marker array will be sent and are
associated to MIDI messages.

An important result is the ability to easily author and
perform “cross-mixed” effects. Targets can be placed in
relative position to each other. The distance to each other
will define how much the respective effects overlap in vari-
ous spatial regions. By moving inside and outside of these
regions effects can be manipulated individually and jointly
in a continuous and intuitive way.

An existing target can always be picked up and moved
by use of the joystick button. This allows a change in the
current effects cross-mix. If a target is no longer desired
it can also be removed.

It is important to note that these choices are already
arbitrary. Alternative designs are thinkable. For example,
the x and the y axis can be used separately to implement
axially dependent controls, for example up-down control-
ling one parameter like a vertical slider and left-right doing
the same for a horizontal slider.

Our subjective experience suggests, that the notion of
distance is rather intuitive. It is not prone to problems
due to a difference in alignment of hand motion direction
to marker sheet axis.

Our current interaction mechanisms have two target au-
diences in mind. First a knowledgeable performer, who is
aware of the relative effects of mapped targets. This user
can place targets and move them into relative position to
compose a parameter landscape. The second audience is
a novice user, who can explore this landscape with mini-
mal musical knowledge and achieve musically interesting
results by exploration.

S. MAPPING

The targets themselves do not offer an inherent seman-
tics for their use in interaction. The mapping of data as-
sociated to them (position, rotation and height) can be
freely mapped to sound synthesis parameters, effects pa-
rameters or other attributes chosen for control. This is a
source of great flexibility of this implementation but at the
same time also brings this device close towards the classi-
cal mapping problem of new musical instruments where a
gesture may not have an intrinsic musical meaning [17].

In our example mappings we chose to map height to
overall strength of an effect, relative distance in the hor-
izontal plane to a target for a primary effect parameter,
which results in controlling the most salient feature of the
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effect. If a secondary effects parameter was of interest it
was mapped to rotation of the device in the horizontal
plane. The first two gestures are similar to the analogy of
gravity or strength of influence by proximity, whereas the
last gesture resembles the gesture used for knob or dial
control.

6. SOUND

OPTIONS  T00LS  HELP

Figure 7: An example mapping of CaMus to the
commercial sequencing software FruityLoops (by
Image-Line Software). Various parameters are
mapped to the knobs of various effects boxes via
MIDI.

The interface can be used with any software that offers
MIDI input. We experimented with the commercial se-
quencing software FruityLoops (by Image-Line Software,
see Figure 7), as well as the research projects STK [8, 9]
and PD [21].

Our main sounding environment and application has
been on the fly re-mixing of music. The third author wrote
a piece within FruityLoops for this purpose. The ability
of FruityLoops to link control-knobs of its interface to in-
coming MIDI messages was then used to map the controls
of the camera phone to various pre-selected effects (Figure
7). The respective mappings are depicted in Table 1.

6.1 Sound, Gesture and Visual Display

For each of the effects, a separate target can be freely
placed within the plane. The performance consists of two
basic features.

The first is the authoring or configuration feature. In
this case, targets are placed and moved in the plane. This
happens interactively by clicking a button on the camera
phone to either place a new one or grab an existing one to
drag it. Dragging continues as long as the button is held.
As long as a target is present it emits control signals to
the laptop and in turn to the MIDI software. The main
function of this step is to pick effects which are desired for
a performance. One can either fix their relative spatial lo-
cation before the performance starts or change the relative
positions between targets on the fly during a performance.

The second feature consists of performing with one or
more interaction target. Whether or not a target is cur-
rently being a source of manipulation is determined by
the distance of the camera cursor position relative to the
target position. If the cursor is within a preset range, all
effects of that target will be active and sent to the MIDI
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Effect Distance Height Rotation
Distortion Distortion Effect weight Not used
LP filter Cut-off freq. Effect weight Not used
Balance Not used Effect weight Left/right
Delay Forward delay | Effect weight | Feedback delay
Reverb Reverb Effect weight Room size

Table 1: Mapping of CaMus parameters to digital
audio effects.

software. Because multiple targets can be within range of
the current cursor position, multiple effects of the MIDI
software can be manipulated simultaneously. At the same
time, their respective spatial separation allows for various
degrees of influence or configuration of the effect leading
to a sort of multi-effect hybridization. For example, one
can place two targets with some separation. In the region
between the targets both effects will receive high control
values, whereas in the regions on one side or the other of
the target leads to a joint effect where one effect parameter
is low while the other parameter is high. This joint pa-
rameter space can be conveniently explored by moving in
the plane and easily extends to multiple effects (see Figure
5). The behavior of the effect is intuitive by the “strength
of proximity”-analogy.

The result is an easy to use multi-effects performance
interface, which in this particular setting can be used for
life remixing of sequenced software using real-time digital
effects.

7. CONCLUSIONS

‘We presented a mobile camera phone based interface for
musical expression, which uses visual marker technology to
allow hand gesture based performance of music and music
remixing.

The main motivation behind developing this technology
is a first indication at the potential of commodity hand-
held mobile devices serving as novel interfaces for musical
expression. These devices are already very widely avail-
able and hence one can hope that expressive musical uses
can more readily reach a large practitioner base.

We have described a camera based sensing technology
that was used to design interactions for musical perfor-
mance allowing for motion in the plane, hand rotations
in the plane as well as distance control. By using MIDI
to interface with the synthesis software, a large array of
sounding sources and specific mappings can be achieved.

Future plans include various modes of collaborations, in-
cluding the use of phones interacting with each other, the
extension of the plain target paradigm to allow a variety of
analogies, potentially including sliders and dials. We are
currently to implementing a synthesis engine on the mo-
bile phone to allow stand-alone use of the mobile phone for
performance. Finally we plan to either augment or sub-
stitute the current sensing technology with other modes
of sensation [16] and provide additional sensory modes of
display, for example tactile.

In terms of camera-based input, one future direction is
tracking everyday types of visuals — like faces, posters, or
specific colors — and map them to characteristic musical
output. Another direction is to capture phone movement
with optical flow techniques and map it to filters. This
could also be the basis for the recognition of compound
gestures that are linked to specific musical output.
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ABSTRACT

This paper describes two new live performance scenarios for
performing music using bluetooth-enabled mobile phones.
Interaction between mobile phones via wireless link is a key
feature of the performance interface for each scenario. Both
scenarios are discussed in the context of two publicly performed
works for an ensemble of players in which mobile phone
handsets are used both as sound sources and as hand-held
controllers. In both works mobile phones are mounted in a
specially devised pouch attached to a cord and physically
swung to produce audio chorusing. During performance some
players swing phones while others operate phones as hand-held
controllers. Wireless connectivity enables interaction between
flying and hand-held phones. Each work features different
bluetooth implementations. In one a dedicated mobile phone
acts as a server that interconnects multiple clients, while in the
other point to point communication takes place between clients
on an ad hoc basis. The paper summarises bluetooth tools
designed for live performance realisation and concludes with a
comparative evaluation of both scenarios for future
implementation of performance by large ensembles of non-
expert players performing microtonal music using ubiquitous
technology.

Keywords
Java 2 Micro Edition; j2me; Pure Data; PD; Real-Time Media
Performance; Just Intonation.

1. INTRODUCTION

In the past decade there has been a paradigm shift from desktop
to ubiquitous computing. Mobile phones represent a major part
of this shift. Pd2j2me, a set of software tools used to create live
musical applications that run in the java 2 micro edition [1, 2],
was previously described [3]. It was developed as part of a
project that seeks to address the challenge of composing music
for mobile computing environments. Called the Pocket
Gamelan, the project seeks to develop an interactive musical
performance interface that allows non-expert performers to
perform microtonal music using mobile phones [3, 4, 5]. In
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previous papers we described how performance scenarios
associated with the project might extend the musical legacy of
historical tuning systems as well as new tuning systems first
explored by composer and theorist Harry Partch [6] and later
extended through the work of contemporary tuning theorist Erv
Wilson [7, 8, 9, 10, 11]. Wilson’s tuning theories are
inspirational because they offer a broad map of the microtonal
world that is informed by tuning theorists from many musical
traditions. Extensible scales produced by his combination
product set theories, and the related Euler-Fokker genus, have a
particular appeal for a project focused on the exploration of
microtonal music through extensible interfaces.

Two new microtonal works for mobile phones have been
created and performed. Microtonal files were created for the
Pure Data (Pd) composition environment using recently added
features of Scala tuning software designed to export and
document tuning data. Purpose-built tools were used to
translate Pd files into j2me, a format suitable for java phones.
Prior to its realisation using multiple phones, each performance
was auditioned using Pd files running on a single desktop
machine.

1.1 Pocket Gamelan — pd2j2me

Pd2j2me was implemented as a library of j2me classes that
allows composers working in the Pure Data composition
environment to create music that can be performed by an
ensemble of mobile phones. Since pd2j2me was first developed,
two further performance scenarios have been implemented
using communication between bluetooth-enabled mobile phone
handsets.

A new composition interface has been devised for each work in
order to explore the musical possibilities of each scenario. The
interface for each application was developed in Pd then
exported to the java environment using pd2j2me. Some java
was hand coded during the final stages of translation between
Pd and j2me. It is our objective, however, that all translation
will eventually be automated. The most recent version of
pd2j2me was submitted as part of a thesis on 19" December
2005 [12].

2. NEW BLUETOOTH PERFORMANCE
SCENARIOS

In performing both the works discussed here, players swing
mobile phones on the end of a cord in a circular trajectory, as
shown in Figure la. Each mobile phone is mounted in a pouch
made of semi-transparent fabric attached to a cord.
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Figure 1a. Mobile phones are used as flying sound sources in
Mandala 3 and Mandala 4.

As the phone is swung by its cord it produces audible
artefacts such as Doppler shift and chorusing which are
produced as a bi-product of movement. The performance
concept originated from purpose-built mobile instruments
developed by one of the authors more than two decades earlier
[13, 14]. One of these instruments, the UFO, is shown in Figure
1b. UFO is an acronym for Ubiquitous Fontana Oscillator, in
acknowledgement of sound sculptor Bill Fontana who used
flying speakers in 1976.

Figure 1b. One of 16 UFOs from the Tupperware Gamelan
built for Mandala 2 in 1981.

Bluetooth communication allows the audio algorithms
used in Mandala 3 and Mandala 4 to be altered during
performance as shown in Figure 1c. During hand-held operation
a phone keypad may be operated easily through the fabric as
shown in Figure 1d.

Figure 1c. Flying phones are controlled by hand-held
phones.

Figure 1d. Pressing a button sends a bluetooth message.
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2.1 Mandala 3

In the first of these works, entitled Mandala 3, three mobile
phones (Nokia 6230) interact with one another via a fourth
mobile phone (Nokia 7610) which acts as a dedicated server, as
shown in Figure 2a. Each 6230 is used both as a sound source
and bluetooth controller while the 7610 is used to relay control
messages to the other phones. This configuration allows all
three sound sources to be affected by the action of any player.

Figure 2a. A mobile ‘server’ configuration allows any player
in the ensemble to affect sound on other phones.

Mandala 3 uses a microtonal scale ascribed to 8" century
theorist Al-Farabi [15]. It was first performed at the 13t
Australasian Computer Music Conference 2005, Queensland
University of Technology, The Loft, Creative Industries
Precinct, Kelvin Grove, Brisbane, July 12 2005.

2.2 Mandala 4

In the second of these works, entitled Mandala 4, mobile
phones communicate with one another on an ad hoc basis. Four
Nokia 6230 phones are used both as sound sources and
bluetooth controllers; each player in turn operates the phone as
a bluetooth controller in order to affect sound on one of the
other flying phones. The configuration is shown in Figure 2b.

Figure 2b. An ad hoc connection system makes connections
only when required.

Each phone is colour-coded as indicated by the colour of
its LCD screen. When a single coloured button appears on the
screen of a hand-held 6230, a player may choose to respond by
sending a control message that affects a flying sound source on
another phone. The colour of the on-screen button indicates
which phone is affected. The composition specifies a sequence
of cues communicated by players during the performance.
These cues ensure that each player is ready with phone in hand
before the button appears on the screen. As soon as it appears, a
player may respond by pressing any key on the 6230. This
selects new tuning modes as described in section 4.

Mandala 4 uses one of Wilson’s combination product set
scales called the Euler-Fokker Genus [15]. This was first
performed in the Wild Dog Concert as part of UK Microfest,
Riverhouse Barn, Walton-on-Thames, October 15™ 2005.

3. DEVELOPMENT ENVIRONMENT -
FROM SCALA TO J2ME

Each of the mobile phone performances described above is
initially developed in a desktop environment. This allows
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microtonal aspects of each work to be heard and sequencing of
the mobile phones to be simulated. The development path is as
follows:

= Scala produces Pd file and exports tuning data to Pd

=  Composer works in Pd and simulates sequencing of
mobile phones

=  pd2j2me produces j2me code

=  j2me code is exported to Wireless Toolkit and optionally,
refined in Eclipse

= j2me code is compiled and emulated using Wireless
Toolkit producing JAR/JAD files

= JAR/JAD files are downloaded to each handset using
Nokia PC Suite

The development environment is shown in Figure 3.

Text Editor

Pd

pd2j2me | (—( Eclipse

Sun Wireless Tool Kit

Nokia PC Suite

Figure 3. The development path from Scala to deployment to
the mobile phone.

3.1 Scala

Scala was chosen for its tuning tools and extensive knowledge
base of tuning systems [15]. These include tools to export
scales and information related to tuning into other applications.
Scala scripting tools extended by Scala’s author, Manuel Op de
Coul, for the Pocket Gamelan project to allow scale
documentation to support file formats used in Pd. Tuning data
exported to Pd is stored as a table of linear factors. Linear
factors are normally formed by dividing the fraction in a just
interval. Scala’s tools allow tuning intervals normally measured
in cents to be expressed as linear factors. Scales expressed as
linear factors simplify tuning operations in Pd because
frequencies can be calculated for each scale degree by
multiplying a reference frequency by each factor. Extended
Scala commands were subsequently released in Scala version
2.20.

The extended Scala commands gradually evolved into an
automated text-based method of generating the Pd interface
used in composing these works. As a Pd file was refined or a
new canvas added, it was initially saved in Pd. The Pd file was
then manually modified using a text editor, and assembled as
part of a Scala command file. A new Pd file is then rendered by
running the Scala command file. This allowed Pd canvas
coordinates and arguments to be initialised consistently,
unaffected by the vagaries of the mouse or GUL In this way
Scala managed development of the Pd interface as it grew in
complexity. Eventually Pd project management may be
automated in Scala using the ‘spawn’ command.
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Scala command files to render Pd applications for
Mandala 3 and Mandala 4 can be downloaded separately [16].

3.2 j2me

The j2me environment includes:

= pd2j2me — this was discussed previously in 1.1.

= Eclipse — this is used where a particular need is not yet
supported by pd2j2me.

= Sun Wireless Toolkit — this compiles j2me source code
and simulates the running of the application; it also
generates JAR and JAD files which contain the
application and application data.

=  Nokia PC Suite — this uploads the JAR and JAD files to a
target Nokia phone.

4. WORKS
4.1 Mandala 3

The Pd canvas in Figure 4a shows the 7-note Dorian scale used
in Mandala 3.

7 HER)
g =
0: 1/1 1 tunison
1: 49/48 1.02083 :slendro diesis
2 /6 1_15667 :septimal miror thied
3: 4/3 1.33333 :perfect fourth
4: 3/2 1.5 :perfect fifth
5: 43/32 1.53125 s
6: /4 1.75 :harmonic seventh
7: 2/1 2 roctave
=
‘| | »

Figure 4a. Al-Farabi’s Dorian scale used in Mandala 3.

The tuning of Al-Farabi’s Dorian scale lends itself to
melodic treatment of the kind that can be realized using the Pd
interface shown in Figure 4b. This interface plays up to three
voices simultaneously. Each voice is a continuous oscillator
running on a mobile phone. In the j2me environment each voice
is represented by one of three phones, phone A, B and C
respectively. Phone functions used in Mandala 3 will now be
explained with reference to the Pd interface shown in Figure 4b.

Single voice melodic phrases are generated on each phone
in real-time. Each generator produces a stream of numbers that
represent the pitch class of a seven note scale. These address an
array containing linear factors used to implement the Al-Farabi
tuning.

Pitch classes are generated by using a modulo-7 counter to
produce scale steps. Bitwise inversion is then performed on
each scale step to vary the melodic contour. Toggle switches in
the canvas labelled ‘Bitwiselnvertl’ allow the user to preset
various contours. Ascending scales are generated by setting all
switches off, descending scales by all switches on and various
melodic contours using various combinations of on and off.
Pitches may be played over a range of four octaves and start on
different scale degrees, or modes, using three groups of
horizontal radio buttons labelled ‘Keyboard’, ‘Octave’ and
‘Mode’. These groups of buttons serve as an input keyboard for
users to rehearse with the sequence as well as a status indicator
during playback.
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Figure 4b. Pd interface for Mandala 3.

The rhythmic characteristics of melodic phrase are defined
by changing the clock period for each note event. The note
length of the next event is read from a table of preset values.
Events in each phone are sequenced by a local clock. Though
each local clock runs asynchronously they are started from the
echo server via bluetooth during initialization. There are no
discrepancies between the timing of sequences on phones even
after a period of twenty minutes. This makes it possible to
create elaborate three-voice hockets in which each independent
part is rhythmically synchronized.

On the Pd interface, three mute buttons situated below
three vertical sliders are used to activate or deactivate each
voice. A voice is inactive if its vertical slider is set to zero and
its associated mute button is deactivated. The Pd interface also
shows two eight-state horizontal radio buttons. The first,
labelled “Voices’, is also used to activate or deactivate voices;
this allows all eight combinations of voices to be selected in a
single key operation. The second, labelled ‘Clocks’, allows each
sequence to advance or pause independently or in tandem with
other voices. Any one-of-eight antiphonal combinations can be
selected in a single key operation.

In performance, players select various pre-set
combinations by pressing buttons on their phones. This makes
it possible for Player A to interact first with Player B and
without Player C, then, sometime later, with Player B and with
Player C; and so on. On the Pd interface, phone keys are
mapped to various control functions using the three twelve-key
phone canvases to configure mapping. In performance, the
tempo of every phone may be increased or decreased by a factor
of 2. This is done by selecting buttons ‘4’ ‘5’ and ‘6’ on any
phone; ‘4’ is half speed, ‘5’ is normal speed and ‘6’ is double
speed. A tempo change command issued on one handset is
relayed by the echo server and takes effect on every handset.
This allows any player to select the overall tempo of all
sequences. A more complete discussion of mapping for all
functions is beyond the scope of this paper.
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EPPan{ - C:/Program Files/Scala... [ |[B][X]
File Edit Put Find Windows Media Help

Figure 4c. Pd algorithm allows panning between two phones
as shown in sub-patch EPPanl.

The tone generator in each phone also has a second
oscillator which doubles at the octave. This allows cross fading
between one tone and another an octave apart and results in a
gradual timbral change while a sequence is playing. Cross-
fading between tones in a single phone is implemented using an
equal-powered algorithm based on sine and cosine in the same
quadrant. Equal powered cross-fading can also be executed as a
form of panning between phones as shown in Figure 4.c. This
creates the illusion that sound moves from one phone to
another.

4.2 Mandala 4

The Pd canvas in Figure 4d shows a 10-note scale used in
Mandala 4.

efg37777.scl - C:/Program Files/Scala22

EEX

File Edit Put Find Windows Media Help
-
1: 1029/1024 1.00488 :gamelar residue
2: 8/7 1.14286 :septimal whole tone
3: 147/128 1.14844 :
4: 21/16 1.3125 :narrow fourth
== 343/256 1.33984 E -
6: 3/z 1.5 :perfect £ifth
Tz 49/32 1.53135 :
8: 12/7 1.71429 :septimal major sixzth
9: /4 1.75 :hamonic seventh
10: 2/1 = :octave
-

[ [ »

Figure 4d. Erv Wilson’s Euler-Fokker Genus scale based on
harmonics 3 and 7 used in Mandala 4.

The Pd interface shown in Figure 4e allows control
sequences played on all four phones to be programmed and
auditioned. Each phone produces four oscillators. Throughout
the performance the amplitude of each oscillator is continuously
varied using a concatenated series of line functions. The sixteen
vertical sliders on the right of Figure 4e allow the composer to
monitor changes in amplitude that occur during performance.
The composing interface also allows pitch class, octave and
transposition to be pre-programmed.

When the performance begins, players assemble in the
centre of the stage area to synchronise automated sequences that
run throughout the performance. The synchronization sequence
takes about 30 seconds and is described in Section 5.2.
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Figure 4e. Pd interface for Mandala 4.

Once all three devices have been synchronised, pre-
programmed sequences on all phones begin to play
synchronously. Entry and exit of sequences on phones is pre-
programmed as shown by the cues in Figure 4f. These
sequences ensure that:

= a single cue is given for every event; these provide an
aural reference for players during the performance

= each player provides four cues that the other players may
use throughout the performance

=  every combination of phone solo, duo and trio as well as
all four phones is heard.

Phone A = = = =

Phone B = = = =

Phone C = = = =
S | | - |

Figure 4f. An automated event sequence determines when
sound is produced on each phone. Every 15-30 seconds an
event occurs, i.e. a single tone either starts or stops.

In equal temperament, modulation causes pitches to shift
to different degrees of the same scale. Here, where just
intonation tuning is involved, non-uniform interval sizes cause
pitches to shift to positions not audible in the original (i.e.
untransposed) scale [16]. In effect, transposition behaves like
modulation.

Vertical radio buttons labelled ‘Modes’ shown in figure
4e, allow intervals of the 10-note scale to be transposed using
the same intervals. This is accomplished through the
multiplication of linear factors.

In this context, scales played in various transpositions beat
with other transpositions of the same scale. This produces
beating and other timbral effects which are the bi-products of
microtonal intervals produced by modulation.

5. BLUETOOTH TOOLS

While Mandala 3 and Mandala 4 both involve wireless
communication between several phones, in each case the
development process yielded two different ways of managing a
bluetooth network: an echo server model implemented as a
bluetooth piconet and an ad hoc connection system. The
development of these was principally driven by a significant
limitation in the Nokia 6230’s bluetooth implementation: it can
only be connected to one other phone at any time.

5.1 Echo server piconet — Mandala 3

A bluetooth piconet is created when a device is connected to
one or more other devices [17]. One device must be the master.
In Mandala 3, three slaves (6230) communicate bi-directionally
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with the master (7610), as shown in Figure 2a. Unlike the 6230,
the 7610 allows up to seven bluetooth channels to be addressed.

Initially the master device searches for the three phones
within a ten metre radius; unsolicited participants are excluded.
The phones are then identified with a number — or phone ID —
that represents the order in which they are discovered.

Pressing a key on any of the three performing phones
generates a message consisting of its phone ID and the key
pressed. This message is then echoed by the master to each
performing phone. The phone ID and the value of the key
pressed determines the response of each phone.

5.2 Ad hoc connection — Mandala 4

In Mandala 4, the ID of each phone is determined prior to the
performance and stored by the phone as its bluetooth friendly
name, i.e. the name by which it appears to other devices. Also
pre-determined are the times at which one phone attempts to
connect to another.

Phones are initially synchronised by Phone A, which
searches for the other three phones as soon as the application is
run. Phone A then connects and sends a different delay value to
each of the other phones which in turn starts a timer. Delay
values are pre-computed so all phones begin the piece at the
same time.

Once the synchronization sequence is complete, the
automated sequences described in section 4.2 begin playing. In
the background, each phone then begins a bluetooth discovery
sequence searching for other phones taking part in the
performance. This allows each phone to identify the bluetooth
radio address of other phones to which it must connect during
the performance. The bluetooth radio address of each phone
discovered is then stored in memory. This allows connections to
be made quickly at the appropriate time.

Phone A o

Figure 5. Bluetooth connects a hand-held phone to a flying
phone allowing the player to modify its tuning.

Phone B
Phone C
Phone D

Figure 5 shows four windows in the playing sequence during
which one phone will automatically connect with another. The
player of the phone which initiates the connection is then able
to perform operations on a flying phone.

When phone B initiates connection to phone D, as shown
by the direction of the arrow in Figure 5, a red button appears
on the screen of phone B. This indicates to player B that a new
tuning mode may be selected on phone D. Player B may then
choose to select a new mode by pressing any key. Mode
selection uses the transposition algorithm described in section
4.2. The same thing happens in the remaining three windows
shown in Figure 5, where phone C connects to phone A, phone
A to phone C and phone D to phone A.

6. CONCLUSION

Work done so far demonstrates the potential of musical
applications used with mobile phones. All development has
been done using open source software. The tuning resources of
Scala, already accessible in many desktop applications like
Csound, Artwonk and Metasynth, can now be exported to Pd
where pd2j2me is currently used to export applications to java
phones. In time, these musical resources can also be extended to
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other music composition environments like MaxMSP,
Supercollider, Algorithmic Composer and AudioMulch, to
name a few.

Currently, phones require wired connection for downloading
musical applications. In the future, we envisage scenarios in
which servers allow tunable applications to be downloaded by
multiple clients via a wireless connection. These scenarios
provide a broader musical framework in which musicians in
future will work with sensor networks based on ultrawideband
(UWB) communications [18]. Such networks will dramatically
extend the capabilities of bluetooth beyond those explored in
Mandala 3 and Mandala 4 and address shortcomings of
bluetooth implementation in the current generation of phones;
we would like all UWB devices to have the capability to
multicast in an ad hoc network without the necessity to use an
echo server. Moreover, for live musical performance,
connection initiated at the discretion of the player is preferable
to connection initiated by an automated process; the same is
also true of musical games for multiple players [19]. Ongoing
development of work begun in Mandala 3 and Mandala 4 calls
for a new generation of phone that is fully compliant with
MIDI, can synthesise streaming audio files and recognise
human performance gestures other than the pressing of buttons
[20]. This will allow mobile phones to be a generic
performance tool widely used by musicians. The frequency
hopping algorithm on which mobile phone technology is built
has its origins in Ballet Mecanique, one of the earliest forays by
a twentieth century composer into musical instrument design
[21]. Future development of this technology can still be driven
by communities of musicians just as such communities drove
the development of MIDI more than two decades ago. We see
new sensing networks based on UWB potentially as interactive
musical instruments that are as diverse as the tuning systems
used by musicians over many centuries and in many
civilizations.
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ABSTRACT

Physically situated public art poses significant challenges for
the design and realization of interactive, electronic sound
works.  Consideration of diverse audiences, environmental
sensitivity, exhibition conditions, and logistics must guide the
artwork. We describe our work in this area, using a recently
installed public piece, Transition Soundings, as a case study that
reveals a specialized interface and open-ended approach to
interactive music making. This case study serves as a vehicle
for examination of the real world challenges posed by public art
and its outcomes.

Keywords
Music, Sound, Interactivity, Arts, Public Art, Network Systems,
Sculpture, Installation Art, Embedded Electronics.

1. INTRODUCTION

With the advent of inexpensive and often readily available
delivery mechanisms, the scope of public art has expanded to
include a wide range of methodologies and outcomes. For
example, there have been a number of radio broadcast and more
recent internet projects, including our own work [10, 9], that
reach a wide public audience. Newer ubiquitous technologies,
such as cell phones, have also served as a platform for public
sound art [4].

However, for the purposes of this study, we restrict ourselves to
a conventional definition of public art and examine the
challenges posed by the realization of physically situated works
that are directly accessible and freely available to public
audiences. Public art in this scope is housed outside of
traditional art settings and is intended to engage a public
audience that might not otherwise seek art experiences.
Furthermore, as this work does not live in a virtual or broadcast
context, it is dependent on site-specific circumstances in the
physical world.

There has been extensive prior work with art that seeks new
forms outside traditional contexts. For example, Chico
McMurtrie’s recent work, Growing Rain Tree, serves as an
example of engaging kinetic public art that speaks to a broad
audience and integrates expressive technologies [6]. The work
has proven to be robust, but it does not face the challenges of an
outdoor exhibition environment.

Sound artist and composer Max Neuhaus has undertaken a

Permission to make digital or hard copies of all or part of this work
for personal or classroom use is granted without fee provided that
copies are not made or distributed for profit or commercial advantage
and that copies bear this notice and the full citation on the first page.
To copy otherwise, or republish, to post on servers or to redistribute
to lists, requires prior specific permission and/or a fee.

NIME 06, June 4-8, 2006, Paris, France.
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number of outdoor sound installations [8, 7]. While these
pieces generate environmentally sensitive sound experiences in
outdoor contexts, they do not provide a mechanism for audience
interaction.

Artists such as Ned Kahn have utilized sound as a medium in
permanent installations [5] that leverage naturally occurring
sound production mechanisms. This work has been influential
in our own conception of approaches to public sound art.
However, this work is not audience interactive and does not
address the logistical challenges posed by the use of electronic
sound production mechanisms.

In our own recent work we have realized installations that
utilize sound, digital media, and embedded electronics [2, 1].
Although this work has been exhibited in diverse contexts
including galleries and indoor public spaces, it was not
conceived for a public art context and does not address those
unique challenges.

This paper describes an approach to physically situated public
art that requires the design and realization of new frameworks
for interactive music making. In Section 2 we identify
challenges for the design and realization of interactive public
sound art. Section 3 examines a case study of these points
through our recent work, Transition Soundings. Finally, we
evaluate our results and provide conclusions.

2. PUBLIC ART CHALLENGES

The realization and presentation of interactive sound art in the
public sphere poses important challenges for artists.

Sound art is finding increasing acceptance in the culture of
galleries and museums as artists, curators, and directors have
sought to find new strategies for the presentation of this work.
Nonetheless, even in the relatively controlled atmosphere of
these venues, audiences can find sound art to be a challenging
experience as it undermines many of the norms and conventions
of exhibition attendance. Furthermore, interactive art has
proven to be sometimes vexing and frustrating to even the most
experienced audiences in a museum [3]. In this light, exhibition
conditions outside a traditional gallery setting can be viewed as
having distinct advantages and disadvantages. On the one hand,
audiences will not be bound by expectations of traditional
venues. On the other hand, the artist can make no assumptions
about the audience’s familiarity with the domain of interactive
sound art, and artists must generate work that is sensitive to this
context.

Public art exhibitions in outdoor environments demand an acute
environmental awareness. Sound art work in particular must be
embedded in the sonic context without overwhelming the
existing soundscape. Extensive work has been undertaken to
identify sources and attributes of noise pollution in our
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communities [11, 12]. This research reveals that society’s
perception of the role of the source can play a large part in the
identification of sound as a nuisance. Public sound art, as an
unusual element in the environment, must be particularly
sensitive to both noise levels and qualities of sound to avoid
becoming a source of distraction or annoyance for the public.

Public art must be designed and realized with careful attention
to unique exhibition dangers. Specifically, weather and
vandalism pose risks to this work, and electronic components
are particularly vulnerable to both factors. Legal liability issues
including public safety and regional building and electrical code
requirements are also brought to bear on art presented in a
public area rather than a gallery.

Finally, artists must address important logistical challenges
including maintenance, durability and longevity of their work.
Public art administrators typically expect works to have a
serviceable life that is measured in years rather than weeks.
This presents a unique challenge for interactive electronic
works, given that many emerging technologies are still in their
infancy and can require close monitoring to assure reliable
operation. Careful consideration must be given to material
selection and design in all respects to ensure an operable life of
the work with minimal maintenance requirements.

3. TRANSITION SOUNDINGS: A CASE
STUDY

Over the course of nine months during 2005, we designed, built,
and installed a public art work, Transition Soundings, as a
commissioned piece for the City of Tempe Cultural Services.
Our piece is part of a larger series of works through a
commissioning project entitled Artist Adorned Transit Stops.
The work is currently installed at a bus transit stop in Tempe,
Arizona. The work is a dynamic, interactive sound installation
that is environmentally sensitive and is rooted in metaphors
drawn from transit networks in our community. In this section
we use this newly realized work as a case study to examine
challenges and strategies for interactive public sound art.

3.1 Description of Audience Experience

As a user approaches the transit stop, they find a large wall
positioned behind the waiting bench, ten feet wide and
extending from just above the ground to over their head. The
face of the wall is reminiscent of a typical transit map as it is
multi-dimensional, attractively colored, and contains a network
of elements that are arranged in clusters and paths. However,
this wall houses a large matrix of sound producing elements and
nearly fifty embedded sensors that allow for interactive sound-
making exploration.

As the user comes in closer proximity to the face of the wall,
their presence is detected, and a burst of sound ignites from the
spot mirroring where they are standing. Just as a stone dropped
in a pond will ripple waves across its surface, the sparkling
sound washes across the face of the wall, shifting in color and
tone as it emanates from the original source in all directions.
As the transit user moves in front of the wall, freely exploring
the way in which hand-waving and movements toward and
away from the wall yield different sound shimmers, another
user approaches the stop. This second user approaches the wall
and the two play together, exploring how their movements can
trigger simultaneous musical patterns that sparkle across the
sound wall and heighten their awareness of the urban
soundscape that previously went unnoticed.
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Figure 1. Transition Soundings onsite

Later in the evening, this same transit user returns to the stop,
and approaches the piece again. Remembering the interaction
of earlier in the afternoon, the user waves their arms in front of
the sound wall. Sound bursts still ripple across the surface of
the wall, igniting from the locations where their arms travel.
However, as darkness has now fallen and the sounds of Tempe
have shifted, so too have the sounds of the piece. Now clicks
and rushes emerge from the wall as they glide across its surface
and into the sounds of the night.

The work seeks to engage transit stop users on two levels.
First, the work encourages them to be active, up off the bench
and moving - engaging with both the work and with one another
— as they explore the sonic possibilities of the piece through
playful interaction. Second, the work encourages them to
reflect upon larger issues regarding the interconnectedness of
our communities, the role of transit in uniting us, the role of
technology in our society, the sonic world around them, and the
importance of environmental sensitivity.

3.2 Motivation and Aesthetic Ideas

In the conception of an interactive installation for public
exhibition, we were mindful of the challenges of this
environment. In addition, we sought to create an experience
which is immediately communicative and engages a broad
public audience. As a commission relevant to transit networks
in an urban desert environment, the work is motivated by
concepts that are pressing for the public community it is
intended to serve. Specifically, we engage the transit network,
environmental concerns, and site-specific circumstances.

Relevance to transit system

The proposed work is inspired by the form and function of
transit networks. This inspiration is present in the visual layout
of the piece, and in the way that sounds propagate across the
network, linking remote portions of the sound wall through
hubs and direct routes of travel. We hope that our re-
imagination of the transit network encourages the public to
reflect on the ways in which transportation networks build links
across our physical world, and how we can better unite our
communities through networks formed of social, cultural, and
intellectual ties.

Environmental relevance

Our work seeks to address issues that are central to urban
communities that are situated in the desert environment. It is
also inspired by the metaphor of water, and the interaction
behaviors of the piece mimic the way in which ripples will
emanate from a disturbance in the water. We sought to
generate a sonic and technology-based equivalent of this
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visceral and universal experience that references water resource
concerns in the metropolitan area and the western United States.

The sun is a dominant environmental feature in Tempe, and a
highly practical source of power. Although we could have
arranged access to the urban grid, we chose to integrate solar
energy panels in our work to raise awareness of renewable,
reusable energy sources. Clearly this energy source serves as a
logical and sustainable solution for the requirement of powering
the embedded electronics.

Site-specific relevance

We sought to integrate site-specific sonic and geographic
considerations into the design for Transition Soundings.

The installation site is oriented along a major ecast/west
thoroughfare. We have implemented a topological design that
mirrors the growth of the greater metropolitan area of which
Tempe is a part. Just as the areas to the west of Phoenix are
more densely populated than those to the east, we have created
a greater density of sound resonators toward the west side of the
sounding wall that will thin as sound travels to the east.

Given that sound plays a central role in the piece, we worked to
develop and refine a sound language that both enriches and
reflects the ambient soundscape of the site. We first spent time
listening and analyzing the sonic characteristics of the site, and
physically tested prototype sounds in the environment to ensure
that the sounds were attractive and meaningful. In addition to
the musical notes that were present in the submitted prototype,
we developed a broad palette of sounds including chirps,
rhythmic clicks, flutters, and abstract sound events reflecting
the diversity of sources in the urban environment. The sonic
palette of the work is described in detail in Section 3.3.3.

3.3 Design and Realization

At the heart of the piece is a sounding wall six feet high by ten
feet wide that houses a network of sensors and sound producing
elements. This wall is comprised of twenty-seven modules that
have the same basic design and function. There are two types
of modules that differ only in the layout of their speakers as
either hubs (clusters) or straight paths. Each module contains
two proximity sensors, one light sensor, ten piezo-electric
speakers, and one microcontroller computer (Atmel Mega 8)
with supporting circuitry for sensing, sound output, and
networking. Adjacent modules are connected to one another
such that they form a network across the entire wall that allows
sounds to wash across its surface following the structure of
hubs and paths. In this section we describe the realization of
this work and discuss our solutions to the challenges posed by
public art.

3.3.1 Physical Implementation

Transition Soundings is installed in an outdoor environment
that required us to be particularly mindful of the challenges of
vandalism, harsh weather conditions, and maintenance concerns
in designing the physical body of the work. In addition, we
wanted to create a work that is visually inviting to audiences as
well as functionally interactive.
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Figure 2. Close view of interactive sound wall onsite

Vandalism - To protect against unauthorized access to the inner
electronics, we created a layered design that conceals most
structural fastening points and exposes a minimum of security
screws and locks. The outer layer of the facade is perforated
steel, with small enough holes to prevent most types of damage
by potential vandals. Sensitive elements are some distance from
the front of the enclosure, while the perforations allow sound to
easily emanate from the speakers and provide visibility to the
sensors and resonators embedded on the inner panels.

The solar panel is one of the most expensive single elements in
the piece. To guard against theft and vandalism, this panel is
mounted well out of reach of passers-by, and is seated in a solid
steel frame with security bolts. This design is similar to
numerous solar panel mounting schemes employed on devices
throughout the city.

Weather - Rain poses a risk to any outdoor installation,
especially in the later summer months. The front panel, while
perforated, has enough solid surface to combine with the shelter
provided by the top-mounted solar panel and deflect most
rainwater from entering the piece. The resonators, and their
mounting panels, provide full weather resistance to any water
that does pass through the front panel, and all electronics are
safely mounted behind this barrier. Any rainwater that splashes
off the inside panels is harmlessly routed downwards and
drained past the waterproof battery enclosure and out the
bottom of the structure. Each proximity and light sensor is
protected by its own transparent weather enclosure that is easily
replaceable and mounts directly to the face panel. The back
access panels of the piece are fully sealed when closed.

Heat is a special problem in the Phoenix area, where summer
temperatures frequently exceed 100°F and may reach 115°F or
more. All of the electronic components in the work are
guaranteed by their manufacturers to function in temperatures
up to 135°F. In practice, components can often withstand
temperatures in excess of this mark. We have also temperature
tested the selected plastic resonator cups and have determined
that they retain their integrity at temperatures up to 150°F. As a
consequence, it is only necessary to keep the internal
temperature of the enclosure at the same level as the ambient
environment. By designing weatherproof vents in the enclosure
at the bottom and top, we can evacuate excess heat from the
electronics by simply creating an upward draft.
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Figure 3. Diagram of physical structure

Materials for the structure have been chosen with heat, rain, and
ultraviolet resistance in mind. We selected solar charging panels
that are intended for exposure to the elements. They are similar
in structure and function to solar panels that are currently in use
in city traffic and lighting structures at many locations in the
southwest United States.

Maintenance

The electronics of the work are designed in a modular fashion
such that even if an element is damaged, it does not jeopardize
the overall function of the piece. If one of the electronic
modules should fail for any reason, it can be readily extracted
and replaced. This internal wall of sensor/speaker circuits and
controllers is enclosed by three solid back panels that keep the
electronic elements out of sight and reach of the public. These
panels as well as the front panels are hinged so that complete
access can be had to any part of the piece.

Funds were budgeted to cover repair and replacement of any
damaged components. During the initial six-month installation
period, we have scheduled weekly visits to the site to inspect
for any damage, and should the installation be extended we
have a plan for continued maintenance.

3.3.2 Interaction Design

The work’s interaction framework addresses concerns of both
audience engagement and environmental sensitivity. A
distributed network of proximity and light sensors blankets the
front panel of the installation. Each module has either one or
two infrared proximity sensors with a sensing range of up to
80cm extending out from the front panel. The resulting sensor
density is one sensor per 2 square feet on average, and
proportional to the speaker density as illustrated in Figure 5.
Each module also contains one photovoltaic sensor to detect
ambient light levels.

In order to engage all types of audiences, we needed to develop
an intuitive and expressive framework for interaction that is
suited for adults and children of all levels of education and
experience. Furthermore, we have sought to engage both
individuals and groups of audiences by facilitating simultaneous
and collaborative interaction. The work facilitates multiple
interaction paths to ensure that complex and varied musical
structures can emerge. For example, if a user makes a broad,
full-bodied sweeping gesture across a section of the wall, it will
erupt with a diverse sound explosion that similarly races across
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the wall. Conversely, if a user instead holds a stationary hand
in one isolated spot, a small region of the wall will be activated
as it cycles through a sequence of sound transformations.

We were also concerned with accommodating transit riders,
who have little choice about sharing the environment of the
piece and whose level of interest may vary widely for reasons
completely external to the work. For this reason the wall will
only sound if actively engaged by the audience.

Figure 4. Partial inside back view of embedded electronics

3.3.3 Interactive Sound Generation

We have given particular consideration to two aspects of sound
design for this work. First, we considered the ambient sound
levels of the site to ensure that our work would not pose a noise
pollution hazard. Second, we worked to design a strategy for
interactive sound that would yield complex musical results with
sounds and timbres that would engage a broad public audience.

Sound Levels

Given that the work is in an open environment, we first
considered the sound design in light of the existing site-specific
soundscape, to ensure that our piece would not dominate the
ambient environment. The installation site is at the corner of a
major intersection that has heavy traffic during peak hours and
high variance due to the passage of cars and trucks according to
cyclical traffic patterns. We first took sound level
measurements at the site in both the afternoon (12:30PM on a
Tuesday) and in the evening (8:30PM on a Tuesday) and found
the following conditions

60-80 decibels (day) and 55-65 decibels (night)

We then measured a prototype sound module and found a rise
above the ambient sound environment for the sounding wall
when active is:

12 decibels at proximity of 2 ft. (simulating a listener who is
interacting with the piece)

7 decibels at proximity of 8 ft. (simulating a listener at the
transit stop, but not necessarily interacting)

2 decibels at proximity of 15 ft. (simulating a listener who is not
at the transit stop)

These sound level readings reveal that the sound of the wall is
well within the range of the ambient and traffic sound levels of
the sites under consideration. The sound wall is audible for
transit stop users without being intrusive, and does not compete
unpleasantly with the ambient sounds of the site. In addition, it
is evident that the wall is not a source of noise pollution for the
community around the stop as the work is very quiet at a
distance and is only audible when a user is interacting with it.
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Interactive Musical Expression

Given the challenge of designing an interactive sonic work for a
broad audience of users, we have endeavored to create
interactive musical structures that are intuitively meaningful to
listeners, and indicative of the nature of transit networks and the
surrounding environment. Although we wanted to provide
diverse and variable musical paths through the work for transit
passengers who might visit the site on a daily basis, we also
wanted to ensure some measure of shared experience for the
broad spectrum of the public who might experience the work.
All sound for the piece is generated via 1-bit digital to analog
conversion using the embedded Atmel microchips. Algorithms
for sound generation and DSP functions are programmed
directly on the microchip.

First we discuss the behaviors of sound within an individual
module. As described in Section 3.1, as a user moves or
gesticulates in front of any of the proximity sensors, a wash of
propagating sound originates from the location of the triggered
sensor. Because each module functions independently, sounds
can originate in parallel as multiple modules can be
simultaneously activated by a user.

We have designed four classes of sound events:
)
@
3)
“
These sound classes were designed to integrate and reflect on
the sonic environment and abstractly narrate a conceptual sonic
day at this site. Combinations of harmonic square waves (Class
1) embody the notion of a bright, dawning day. Pitched pulse
trains (2) reflect the vibrant activity of the transit network at
peak hours. Clicking pulse trains (3) link to the evening hours

when insects begin to emerge. Finally, the pulsing noise bursts
(4) fuse to sound like cicada colonies on a summer evening.

sustained square wave
pitched pulse train with three-eight pulses
clicking pulse train with three — eight clicks

noise with a subtle central pitch

There are ten stages for each of these events that dictate the
frequency and duration of an event. For example, stage 1 of a
pitched pulse train specifies frequencies of 200Hz with four
short pulses. Stage 2 specifies frequencies of 400Hz with seven
short pulses. When a given proximity sensor is triggered, the
sonic event for that module will propagate through each of the
ten ordered speakers. For example, a short noise burst can
originate in speaker O of a straight line. Identical noise bursts
will sequentially emanate from speakers 1-9. With each trigger
of a given proximity sensor, the module stores an interaction
history counter that flags the number of triggers. As a module
moves from zero to a maximum of forty triggers, the originating
sound will move through a fixed sequence of sound events,
frequencies and durations. After a period of three minutes, each
module will reset this history flag so that new users who
approach the work will find an empty history. This timing
value was selected to approximate an average transit wait
period. This reset assures a relatively shared experience for all
users and serves as a practical function to provide robust
performance.

Now we describe how sound propagates through the network.
Module junction points occur where the topology of the speaker
network has ‘touching’ speakers. See Figure 5 for a diagram of
speaker module and example junctions. As a sound travels
within an individual module, when the sound reaches a
junction, via an embedded serial bus, a ping will be transmitted
to the adjacent module. The receiving module will in turn
propagate the sound in the same fashion. In this way, sound
will mushroom from the point of origin across a region of the
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wall. A radius feature that depends on the interaction history
counter limits the number of linked modules that will carry the
originating sound. Specifically, when a new sound class is
revealed, the radius will range to a maximum of four. With
each additional interaction this radius diminishes until the
radius is at a minimum of one. The variable radius allows for a
mixture of local, regional, and global sonic events that emerge
depending on how users engage the interactive wall.

Figure 5. Diagram of front face speaker network

This propagation algorithm yields diverse musical events as
users interact through varied gestures in different regions of the
wall. Furthermore, the musical experience of the wall will vary
greatly depending on whether individuals or groups engage it.
In addition to impacting the sheer number of sonic events, each
sound class event yields different combinatorial structures. For
example, when a square wave sound is passed from one module
to another, the frequency of the sound will select from a
frequency array. Frequencies are organized into regions that
yield simple harmonic relationships in groups with some
dissonant transitions that yield moments of musical tension and
release through interaction. This structure is simple enough to
be readily perceived by novice users, but the interaction
algorithm provides numerous paths to explore varied musical
outcomes. Similarly, as clicking pulse trains pass from one
module to another, the speed and number of clicks is varied to
yield gradually accelerating and decelerating events.

The sound generation algorithm is also sensitive to the ambient
light levels. When bright light is detected by the photovoltaic
sensor, the interaction history advances slowly through the four
sound classes. However, when light levels are dim or dark, the
progression from pitched square waves to noise bursts is very
rapid. This design allows for a varied experience for users who
approach the work in the morning or night. The algorithm thus
highlights the sounds associated with the appropriate time of
day. For example, in darkness, users will quickly hear noise
bursts that approximate the sound of night insects after even a
brief interaction.

4. EVALUATION

Transition Soundings was installed in the city of Tempe in
September, 2005 and is currently scheduled to remain on
exhibit through April 2006. A potential extension of the
installation period will be negotiated at that time. We have
described a number of challenges posed by public art and have
discussed our approach taken in the realization of this work.
Here we assess the outcomes.

A critical challenge is to design work that is communicative and
engaging for a diverse public audience that is not necessarily
seeking an art experience. Given the open nature of the
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exhibition circumstances, audience evaluation is a challenging
task. However, through both informal user studies with our
colleagues and direct observation of public audience
participation, we can draw some preliminary conclusions. Our
initial user studies proved very encouraging. Our colleagues
were able to approach the work and intuitively interact through
movements and group gestures. Their comments indicate that
the resulting sonic washes are timbrally rich and that the spatial
sound movement is engaging. They report that the pulse train
sounds are most appealing in this context, but that the harmonic
richness of the cascading square waves is very rich. Most are
intrigued by the sonic fusion of the noise bursts, but few users
engaged the work long enough to reach that stage without
additional direction.

As of this writing the work has not yet been widely publicized
and thus our evaluation of a larger audience sample is
inconclusive. Our brief observations reveal that users often do
not realize that the work is interactive, and we suspect that our
attempts to avoid problems of noise pollution have lead to a
situation where the work does not fully attract public users to
engage the work. Furthermore, as work is situated on a busy
street, we postulate that users might feel self-conscious about
engaging in extended interactions.

We took great care to design sonic feedback that is site-specific.
We have been pleased with the overall sound design and have
received positive feedback from users regarding the relationship
of the musical structures. However, while the work is in no
way a source of noise pollution, we have been disappointed that
it is overwhelmed by the ambient sounds and traffic noises that
define the site. During the evening hours the overall sound
level of the piece is ideal, but traffic noises mask much of the
sound during peak hours and users are unable to decipher many
details of the work.

A critical design challenge in our work was to address issues of
durability, maintenance and reliability in the work. After
several months of uninterrupted display we are extremely
pleased with the robustness of the work. Our solar charging
power plant provides reliable power throughout the day and
night. We have not experienced any failure of electronic
components. Despite several rain storms and above average fall
heat, we have not observed any ill effects. Finally, we have not
observed any effects of vandalism or tampering with the work.

5. CONCLUSIONS AND FUTURE WORK

We have described the challenges posed by physically situated
interactive public sound art works, and have discussed these
points within the context of our development of a new public art
work, Transition Soundings. We have been pleased with the
outcome of the interaction framework and the strength of the
conceptual underpinnings for this project. Our funding partners
have expressed great interest and excitement about the
innovations of the work and its uniqueness within the field of
public art.

We expect that the piece will ultimately greatly benefit from
location in a less active sonic environment. In our future work,
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we plan to find a permanent installation site in our region that is
publicly accessible but sonically more appropriate. For
example, we have identified a number of transit stops that are
situated along local streets that are less heavily traveled.

6. MEDIA DOCUMENTATION

Extensive documentation of the design, development and final
realization of the piece can be found online at
http://ame2.asu.edu/faculty/dab/transitionsoundings.php.  Still
images, video clips, and diagrams are published that detail each
stage of the design process and outcomes.
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Figure 0. Multiple Bouncing Spheres interfaces visualized from a centralized viewpoint. Each human
player manipulates spheres over a portion of the squares. The ensemble is synchronized by computer.

ABSTRACT

Emergence is the formation of complex patterns from simpler
rules or systems. This paper motivates and describes new
graphical interfaces for controlling sound designed for
strongly-timed, collaborative computer music ensembles.
While the interfaces are themselves minimal and often
limiting, the overall collaboration can produce results novel
beyond the simple sum of the components — leveraging the
very uniqueness of an ensemble: its strength in numbers. The
interfaces are human-controlled and machine-synchronized
across a dozen or more computers. Group control, as well as
sound synthesis mapping at each endpoint, can be
programmed quickly and even on-the-fly, providing a second
channel of real-time control. We show examples of these
interfaces as interchangeable plug-ins for the Audicle
environment, and also document how they are used in a laptop
ensemble.
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1. INTRODUCTION

Emergence is the formation of complex patterns from simpler
rules or systems. In this paper, we explore minimal, easy-to-
learn graphical interfaces that can, as a group, form sound and
music that is more interesting and complex than that made by
any single component, in a tightly coupled and collaborative
environment.

This was motivated by the desire to provide new interfaces for
new computer music performance ensembles such as PLOrk:
Princeton Laptop Orchestra, currently being developed and
instructed by Dan Trueman, Perry Cook, Scott Smallwood,
and Ge Wang. In addition to more self-contained,
sophisticated instruments, we wished to provide the ensemble
with interfaces that require minimal setup and learning time,
and with which the participants can immediately and directly
influence the overall sound as part of the group. Furthermore,
we wanted the option of tightly synchronizing all participating
interfaces / machines.

Given this motivation, the research goals are defined as
follows.
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The interfaces should be:

* simple enough to pick up and use, yet complex enough
to generate interesting music/sound as a group

w A1a3

* amenable to collaboration in a tightly-timed setting; Toshio Iwai: Electroplankton
for example, a server should be able to synchronize all 5 -
interfaces with desired musical timing; collaboration is i
the unifying aspect of all the interfaces we present.

¢ as direct and as immediate as possible
* as precise as possible, even at the cost of resolution
* casily programmable (i.e. mapped to sound/graphics)

To implement the interfaces, we used the Audicle
programming environment [6,7] as the platform, leveraging
its existing framework for blending high-performance
graphics with precise real-time audio. Extending the
Audicle API (in C++), we were able to add and experiment
with new graphical interfaces as new faces of the Audicle. Figure 2. Audiovisual interfaces.
We also added a mechanism for accessing and controlling
the interfaces directly using ChucK [5], the language for
which Audicle was built. In this way, we can write ChucK
code to control sound synthesis using data from the
graphical interfaces, decoupling the interface from the
sound synthesis. Furthermore, ChucK makes it possible to
change sound synthesis and interface mapping on-the-fly.

All of these works have significantly influenced and inspired
interfaces in this paper — directly (such as in the case of the
MIDIGrid) or aesthestically. The contribution of our work is
placing interfaces similar to these within a tightly-timed
synchronization framework, and finding paradigms to
leverage this new collaborative aspect.

| OSC messages over |
| high-performance LAN |

fffffffff [N

mothership tightly
synchronizes hosts:
centralized timing

N

1 human assert musical

y control at each client; !

| decentralized input |
j

mothership

Figure 1. A collaborative interface network model.

The interfaces are synchronized over a wireless local-area
network (Figure 1), using Open Sound Control [9]. One or

more mothership host runs any application that broadcasts Figure 3. Puzzle games.
messages and synchronization messages to each of the end

points. Our current mothership programs are written in

pomes. 3. INTERFACES

Some example interfaces designed for single-server multiple-
client setups are described below. As shown in Figure 1,
humans assert musical control at each client, while the server
centrally synchronizes all the clients.

2. RELATED WORK

The various graphical interfaces developed in this ongoing
investigation derived mainly from three areas: audio/visual
interfaces (Figure 2), such as the Painterly Interfaces created 3.1 Color Squares
by Golan Levin [3] and musical video games created by
Toshio Iwai [2,10]; GUI-based frameworks such as the
MIDIGrid [1] and ixi software [4]; mainstream puzzle games,
such as Chu-chu rocket, Lemmings, and Domino Rally
[11,12,13].

In this interface (Figure 4), each client has an N x M grid and
a finite color palette. Every color can be mapped to a separate
event or to silence, with a potentially different mapping for
each client. The user at every client machine selects a color
using the mouse or the keys 1-9 and a-z (0 and es are
reserved for the silent color), and applies it to any number of
squares on the grid.

50



Proceedings of the 2006 International Conference on New Interfaces for Musical Expression (NIMEQ6), Paris, France

1 2 3 4 5 6 7 8 0

Figure 4. Color Squares

The server program moves through the grid in any desired
manner, including sequential, random, or in any other fashion,
in any timing pattern as specified in code in the server ChucK
program. The client is aware of when a particular grid element
is activated and what color was last placed on it, and can
respond to this information in any programmatic manner, such
as by playing a sound associated with the color of the
currently activated grid element. Sample ChucK code for the
server and client sides are presented here.

3.2 Spheres

Spheres (Figure 0) is a three-dimensional interface extending
the color squares metaphor. It consists of spheres that bounce
from a height, with or without energy loss, and colored square
covering the "ground". Each time a sphere hits the ground, it
can trigger an event based on the color and mapping of the
square it touches. Multiple views of the space allow the user
to control where a sphere bounces as well as its starting
height. The bouncing location (or square) controls which
event the sphere triggers, while the height translates to how
often it bounces and thus how often the triggered event is
repeated.

3.3 Mouse Mania

The Mouse Mania interface draws from the Chu Chu Rocket
game described earlier. Each client or host has a virtual entity
or "mouse" and a grid that acts as a map for the mouse to
follow. Each grid element can have a user specified color and
shape. As in the Color Squares interface, the color of a grid
element can be mapped to an event that is triggered when a
mouse reaches it. In addition, the grid element's shape can
control the subsequent movement of the mouse, including its
direction, speed, or special dance moves possibly associated
with repetition of the related musical event. A mouse need not
be confined to a single host; another option is for the server to
own many mice that run from host to host, changing the
spatial dynamics of the piece.
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3.4 Dominotes

This interface uses the visual metaphor of dominoes to control
events being triggered in rapid succession. Each user
constructs domino rallies and connects sub-rallies to a central
launching station when they are ready to be played. The
launching station, at the discretion of the server, pushes all
adjacent or connected dominoes, triggering a chain reaction.
Each domino toppling, as well as special items such as rockets
in the dominoes' path, can be mapped to any parameters or
events at the discretion of the client. Toppled dominoes can be
made upright automatically or manually by the users'
selecting any subset of their dominoes. Forks in a domino
rally allow each client's musical sequence to follow multiple
paths in parallel.

3.5 SaladTossers

This interface is based on the idea of musical "recipes" and
consists of salad ingredients, dressing, and a mixing bowl for
each client. Ingredients can map to musical events as
specified by the client. The user creates a salad by inserting
desired quantities of each ingredient into the mixing bowl and
tossing it. The tossing causes events to be triggered
repeatedly; events associated with ingredients that make up a
larger portion of the salad are triggered more often and thus
have greater density in the resulting sound. As more
ingredients are added to the salad, events are triggered more
often. Further, a variety of dressings are available for adding
to the mix, each dressing being associated with a different
filter or sound processing effect. Finally, there is a "consume"
option which gradually empties out the contents of the bowl
and thus reduces the overall event density until there is
silence. This interface is expected to be especially useful for
creating textures where one may prefer to closely control the
density of events rather than specifying the exact times at
which events are triggered.

3.6 More

The above are some examples of simple interfaces that can
produce complex music over a network of collaborators. It is
possible to program more such graphical interfaces using the
open-source Audicle framework. In addition, the mapping
suggestions and time-based behavior described above are
optional for each graphical interface and can be easily
modified by changing the ChucK code on the client and
server sides. Thus, these interfaces are flexible on the visual
and auditory levels as well as in the interactions between the
two.

4. CASE STUDIES

The Color Squares interface was used in the debut concert of
PLOrk: Princeton Laptop Orchestra in a piece called “Non-
Specific Gamelan Taiko Fusion Band”. The setup involved
one conductor, one mothership laptop, one inkjet printer
(from which scores were printed during the performance), and
15 laptop stations, each equipped with powered hemispherical
speakers and running Color Squares. The stations were
divided into four groups, each with a different sound synthesis

mapping.
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Figure 5. Example score over time.

During the performance (Figure 6), the conductor held up
colored print-outs specifying differing densities and timbres
(colors) to different groups over time. The score (Figure 5)
shows some typical textures and transitions. The study
successful demonstrated that the approach fulfilled its major
goals. The students learned the interface in seconds and were
able to immediately affect change in controllable ways. The
resulting performance can be heard at:

http://plork.cs.princeton.edu/listen/debut/nsgamelan.mp3

Figure 6. PLOrk in action.

5. CONCLUSION AND FUTURE WORK

We have demonstrated a variety of graphical interfaces for
creating music collaboratively. The simplicity of these
interfaces allows new users to grasp the rules quickly and start
making music right away. At the same time, the strong central
synchronization facilitates collaboration, giving rise to more
complex pieces than would be expected from the basic rules
for the clients or server. Thus, these interfaces produce a form
of emergent music. As our investigating continues, we hope
to expand on this beginning exploration into collaborative
graphical interfaces.
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ABSTRACT

The culture of laptop improvisation has grown tremendously in
recent years. The development of personalized software
instruments presents interesting issues in the context of
improvised group performances. This paper examines an
approach that is aimed at increasing the modes of interactivity
between laptop performers and at the same time suggests ways
in which audiences can better discern and identify the sonic
characteristics of each laptop performer. We refer to software
implementation that was developed for the BLISS networked
laptop ensemble with view to designing a shared format for the
exchange of messages within local and internet based networks.

Keywords
Networked audio technologies, laptop ensemble, centralized
audio server, improvisation

1. INTRODUCTION

The desire to use machines to share musical data during a
performance has been present since the earliest developments of
computer technology. It not only suggests a reflection on the
exchange of musical ideas between human performers but also
an exploration of something computers became very good at:
data transfer. The development of reliable high-speed networks
and ever increasing computer power have made truly effective
networked music events possible. We investigate the potential
emergence of new forms for musical interaction that are a direct
result of networked structures. BLISS (Belfast Legion for
Improvised Sights and Sounds) [1]- a laptop improvisation
ensemble together with other collaborators act as a “testbed” for
the development of technologies for networked music
ensembles (NMEs).

2. BRIEF HISTORY OF NMEs

John Cage’s “Imaginary Landscape No. 4 for twelve radios”
can be seen as an early NME experiment. The piece, “used
radio transistors as a musical instrument. The transistors were
interconnected thus influencing each other.” [2] Although the
levels of interactivity were limited to the dialing of radio-
stations, gain and tone-colour, the desire to investigate the
possibilities of cross-influence in networked instruments is
evident in the piece.
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It is really with the development of microcomputers that more
interactive NMEs began to emerge. From 1978 to 1982, The
League of Automatic Music Composers originally composed of
Jim Horton, Tim Perkis, and John Bischoff started using
networked computers to exchange messaging data between
each other with the goal of influencing their playing. The group,
which used Commodore KIM-1 computers, developed ways to
increase the level of interdependency between players by, for
example, using frequencies in one computer to generate notes in
another.

The technologies and playing techniques pioneered by the
League of Automatic Music Composers were important since it
was the first time that a group of electronic musicians attempted
to include computers in a live music environment. The League
represents a singular project in a period when computer music
research was almost solely focusing on non real-time
applications.

In 1987, the League of Automatic Music Composers became
The Hub [3]. The ensemble included Chris Brown, Scot
Gresham-Lancaster, Mark Trayle, Tim Perkis, Phil Stone, and
John Bischoff. The principle of The Hub was also based on
interdependency with a more elaborated system of
communication such as a form of audience participation and the
enabling of remote collaboration. Later on, the ensemble started
using MIDI as the main communication protocol. The Hub, was
initially the name of the central computer used to store and
distribute messages amongst the performers. The group quickly
developed a standardized interface with the aim of allowing any
type of computer available at the time to connect to the
network. In 1987, The Hub had its first networked performance
through a collaboration with composers Nic Collins and Phil
Niblock. A live performance took place between two spaces in
New York which were linked by a basic modem connection
through which messages were exchanged.

In 1997, the group started experimenting with remote
performances over the internet although these presented
significant technical challenges. The Hub still performs today
on various occasions.

The existence of pioneering NMEs such as The Hub led to a
wider spread practice in networked performance. The
SoundWire project, led by Chris Chafe at Stanford’s CCRMA
[4] has developed a set of applications, which allow high
quality networked performances over high speed internet. It is
one of the first applications to take advantage of the bandwidth
offered by next generation IP networks such as Internet2. The
project has also developed ways to evaluate network reliably
through the use of audio signals.

Standard internet infrastructure is increasingly being used for
collaboration and interaction. This is the case of Prométhée
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Numérique (2002), a radio art piece structured around a web-
site which is accessible by remote web users [5].

The development of new message protocols such as Open
Sound Control (OSC) allows much more flexibility for
exchanging control messages between players. The flexibility
provided by OSC as a “transport-independent, high-level
application protocol” [6] is very suitable as a basis for the
development of present and future NMEs.

Such technologies and practices has led to a new classification
of various types of networked setups as illustrated by Barbosa
[7]. These include: Local Interconnected Musical Networks,
Musical Composition Support Systems, Remote Music
Performance Systems and Shared Sonic Environments.

3. IMPROVISATION AND THE
NETWORK

3.1 Performing Roles

In order to develop musical interactions within the context of
networked improvisation, we have explored the dynamics
between free or non-idiomatic performance [8] and pre-
determined temporal structures. Whilst rejecting specific
musical languages or idioms such as those characteristic of
Jazz-based improvisation, free improvisation relies nevertheless
on certain structures and roles. Amongst these are the
constraints dictated by each musical instrument. A quartet
consisting of drums, bass, piano and saxophone suggests certain
relationships between the performers (which can of course be
challenged and transgressed). These relationships are less
apparent in a quartet composed solely of computer musicians.
The desire to turn the computer into a universal instrument
which is capable of all sounds at all times has produced a
performance practice in which performative roles are not
clearly identifiable. Although one can see this as a reflection of
a wider social trend that has replaced the guitar hero with the
cooler and certainly less visible DJ, the relative anonymity and
dispersed responsibility that characterizes many computer-
based ensembles could be seen as musically restrictive. While a
solo laptop performer is capable or articulating dramatic shifts
in texture, loudness or timbre, at literally the press of a button,
once another performer is introduced, certain types of shifts
become increasingly difficult to articulate. While instrumental
performers often recur to visual cues and gestures for
communication in a group context, the laptop performer rarely
counts on this mode of communication to coordinate events.
The posture of most laptop performers favors the intense gaze
towards the computer screen at the expense of interpersonal
cues. In contrast, instrument-based improvising ensembles have
developed a performance practice which is very much based on
the identification of roles (even though each musician will have
a number of different roles during a performance), and in the
communication of form through gesture and visual cues.

3.2 Musical Structures

We have attempted to develop an environment in which an
ensemble performing solely on software instruments can
resource to musical structures that are very much taken for
granted in an instrumental ensemble. A non-exhaustive list
would include the following:

* Potential for common pulse to emerge through
rhythmic interaction.

*  Synchronization of events that require negotiation and
agreement from two or more performers.
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*  Balanced spectral structure with possibilities for both
masking and extreme spectral separation.

*  Identification of performative roles which suggest
performer-to-performer as well as audience-performer
interactions.

¢ Up beats or the ability to anticipate and precede
events across the ensemble.

These structures can be identified in a number of improvisatory
contexts (idiomatic or not) and often provide a collective
platform for the development of musical form. The generic
nature of the computer as a musical instrument often conflicts
with the specificity that characterizes most musical
performance situations. While maintaining a free improvisation
approach to musical materials we have attempted to design a
framework within which this “freedom” is constrained in order
to facilitate certain types of performance interactions.

3.3 Networked Interactions

The musical structures identified above are difficult to recreate
intuitively with NMEs due to the lack of common performance
practice. Although the instrumental paradigm has been used to
describe the software used in performance by a computer
musician, it is rare that this software behaves like an instrument
(unless it is designed to imitate an acoustic instrument). The
constraints that define acoustic musical instruments are often
unobserved in the development of a “software instrument”.
While this might offer the potential for novel instrumental roles,
the desire for technological sophistication often obscures
consideration for musical contexts. The limits in range,
amplitude and articulation that characterizes acoustic
instruments are replaced by flexibility, unlimited access to all
soundfiles in a hard drive, and open-ended spectral behavior.
Without wanting to disregard the possibilities that these
software instruments suggest, it is worth considering the role of
constraints in a situation that is often characterized by notional
freedom.

The system has been used on a local network with four
performers in concert. The first application is based on a score
that has been written “offline”. The score, which describes
elements such as tempo variations, filter banks and bandwidth
separation has been interpreted and entered into the system.
This approach provides a central point of reference to the
ensemble, which is not computerized.
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Synk Trak
90
msecs

Spec. Dist . . Amp.thresh - :
LT1 20-200 1250-1000' 8000-12000
LT2 250-1000 1300-5000 8000-12000
LT3 1300-5000 5500 - 20000 8000-12000
LT4 5500 - 20000 ' 0-200 ° 8000-12000

Figure 1: Excerpt from the score for bliss.net
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Figure 2: The BLISS Ensemble Setup

4. THE FREQUENCYLIATOR

4.1 Concept

The Frequencyliator is a software tool being developed as the
outcome of the initial experiments made with the BLISS
ensemble. The concept is to create a framework for laptop
improvisers to easily collaborate and exchange musical ideas
over a local or remote networked setting. The primary goal of
the Frequencyliator is to recreate such interactions through the
implementation of a basic structure that is imposed to the
ensemble. Basically, a server issues various messages to the
ensemble, whilst each audio output is routed through the server
for processing.

4.2 Design

The system is being developed with Max/MSP [9]. The
application will include a series of message and/or DSP based
modules:

¢ Shared timeline (Message)

*  Bandwidth allocation mechanism (DSP)
*  Countdown (Message)

*  Sync event (Message)

*  Spectrum analyzer (DSP)

All the modules will be connectable with each other on a local
and global level. The messaging part of the system will be
based on the Open Sound Control (OSC) protocol while the
audio signals will use a low latency audio to UDP adapter such
as the one developed by the SoundWire project [10]. Even
though it is crucial to keep a server/client model to allow a
master clock to act as a central point of synchronization for the
ensemble as well as for connectivity reasons, the system will
allow performers to send messages and audio content to each
other. The software is designed around modules which
implement a particular type of musical interaction. This
interaction is then articulated through a function which can be
pre-determined or generated in real-time, by an algorithm or
manually by any of the performers. Each performer can create a
new function which is then automatically suggested to the
ensemble and approved or denied based on the percentage of
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positive and negative votes within a specific time limit. This
promotes a basic yet dynamic way of exploring the notion of
negotiation within an ensemble. Below is a more detailed
description of the modules currently implemented.

4.2.1 Shared timeline

The Shared timeline is a central structure within the system.
The timeline resembles a proportionate score that defines the
form of a piece. Its generation can be pre-determined and
implemented manually or generated in real-time by an
algorithm. For example, a function can define variations in
tempo whilst a secondary envelope can send frequency
interpolation messages to a filter bank. Timeline messages can
be sent to the entire ensemble (global) or to a selected member
of the ensemble (local). Variations in timeline parameters can
be suggested on an ad-hoc basis locally. The potential for
common pulse is achieved through a common rhythmic
structure, which is sent as messages to each performer, not
unlike a conductor’s beat. The timeline is implemented as a
qlist MAX object. Each section of the qlist sends internal
messages that influence the server’s behavior (e.g. centre
frequency and bandwidth for frequency distribution). External
messages such as pulse and general section change messages
are also included in the list.

4.2.2 Bandwidth allocation mechanism

This module allocates a given frequency bandwidth for each
laptop plugged into the system. This is implemented with a
range of filters that process the audio signal from each
performer. Allocated bandwidth parameters are sent to each
player as messages. The variation in bandwidth allocation will
generally be controlled by the timeline but can be driven by
interactive behaviors such as swapping bandwidths as triggered
by amplitude thresholds. The filtering is achieved through the
use of MSP objects reson~ for bandwidth separation and fffb~
for filterbanks. This mechanism allows for spectral structures
across the ensemble (e.g. distribution of a complex spectrum
through a series of filterbanks for each performer) as well as the
identification of individual roles.

4.2.3 Countdown

The countdown mechanism is purely based on messages sent to
each performer to allow for anticipation of events. A typical
message would be a 10 second warning that a section of the
piece is about to finish. This mechanism provides a reliable way
to automatically warn each member of the ensemble when a
new section is about to begin, usually meaning each performer
will be assigned a new role within the ensemble, not unlike the
transition from tune to solos in Jazz.

4.2.4 Sync event

This type of event is accessible by each performer and involves
sending trigger events (“bang messages™) either to the entire
ensemble or to one or several carefully chosen performers. Each
performer can choose to activate or de-activate the reception of
such messages as well as the mapping to a local event.

4.2.5 Spectrum analyzer

This module detects and distributes characteristics of the audio
signal of each performer. An FFT analysis on each signal
captures partial distribution, spectral centroid, onsets as well as
perceptual parameters such as brightness and noisiness through
the use of Tristan Jehan's analyzer~ MSP object [11]. The
analysis data is formatted and shared amongst the ensemble,
allowing for the synchronization of events on onsets, or
“spectral grabbing” which consists of one performer grabbing
an FFT frame from another signal in order to create similar
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spectral content. Information from this module can be used to
influence the behavior of other modules (e.g. timeline). BLISS
has used this module to detect amplitude thresholds as analyzed
after bandwidth allocations. The crossing of these thresholds
causes a change in bandwidth allocations, effectively resulting
in a “stealing” of bandwidths. This type mechanism adds a level
of interactivity within the ensemble that resembles game
structures present in works such as John Zorn’s Cobra [12].

4.3 Interface

A standard interface rendering the events being broadcast by
the server displays each parameter to the performers. Each
performer uses the Frequencyliator as a subpatch window that
is added to their software instrument. The suggestions are sent
on an ad-hoc basis by any given member to modify elements as
the piece develops can be “dragged and dropped” into the
structure of the piece via this interface.

5. CONCLUSION AND FUTURE WORK

This server-based approach to structured
provides a rich platform for networked ensembles.

improvisation

At the moment, the interface only allows a unidirectional
communication of messages from the server to the clients,
whilst the clients send the output of their signals back to the
server. This limitation will soon be overcome by introducing bi-
directional communication for both messages and audio data.
This approach will most certainly lead to an increased level of
interaction since it will allow, for a performer to send messages
to another performer or even to the server.

The system will be optimized for remote participation. The
frequency separation mechanism introduced in this context
provides an excellent way to identify distinctively the signal
output of each performer. We can therefore envisage the
participation of other laptop performers from remote locations.
This approach is technically possible as initial audio tests as
part of a separate project between SARC and CCRMA have
proven to be very conclusive.

Finally, another goal is to standardize the interface of the
Frequencyliator and make it available to anyone who wishes to
participate in such a performance.
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ABSTRACT

This paper presents a novel interaction paradigm to support
musical performance using spatial audio. This method reduces
the interface bottleneck between artistic intent and spatial sound
rendering and allows dynamic positioning of sounds in space.
The system supports collaborative performance, allowing
multiple artists to simultaneously control the audio
spatialization. The interface prototype is built upon standard
virtual reality software and user interface technology. Tracked
data gloves are used to manipulate audio objects and
stereoscopic projection to display the virtual 3D sound stage.

Keywords
Spatialized audio, virtual reality interface, 3D audio
performance.
1. INTRODUCTION AND MOTIVATION

Contemporary  artists have explored the power of
electroacoustic spatial audio over the last few decades.
Composers such as Edgar Varese or Karlheinz Stockhausen
have used multi-speaker systems to immerse the audience in
artificial sounds, extending upon earlier ideas of positioning the
musicians freely around the audience. Today, an increasing
number of artists are regularly using multi-channel speaker
arrays to immerse the audience even further. Still, spatial audio
is far from becoming mainstream.

While today's digital systems support matrix mixing to
enable many sound sources and complex speaker arrangements,
the user interface severely limits the performer and composers.
There is little support to position sound sources in space beyond
the traditional 2D joysticks on high-end mixing desks with
surround capabilities; 3D capabilities are almost unheard of.
Instead, a performer has to manually distribute sounds to
speakers, typically using traditional channel-fader interfaces.
Dynamic sound sources require complex automation, rendering
live performance almost impossible. Compositions and
recordings are limited to playback systems with closely
matched speaker arrangements.

This situation arises because of the high dimensional
requirement placed upon the interface: the intrinsic physicality
of spatialized sound sources is best represented by four
dimensions: three for position and one for source volume. If,
for the sake of the discussion, we supposed the artist used eight
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speakers in a performance, they would be attempting to control
an intrinsically four dimensional representation with eight
channel faders.

Analyzing this interaction in more detail, the input device
space has eight dimensions, with faders being operated for the
most part sequentially; representation feedback is poor (the
slider positions themselves) and related through a counter-
intuitive mapping to the underlying physical representation,
which is itself four dimensional. In effect we have created an
‘interaction bottleneck’: dimensionally impoverished control
devices act upon an inefficient and counter-intuitive mapping,
the only feedback and representation being the input device
itself. Such an interface could not easily support multiple
dynamic sound sources.

The project presented here tackles the bottleneck in two
ways. Firstly, by separating data and control representation; the
concept of a sound source in space is abstracted from the actual
mixing process onto the output audio channels. Secondly, via a
richer input device and simple mapping: the abstract sound
sources are moved in space using a 3D input device; the
mapping is now intuitive, directly relating the visualization to
the sound spatialization, with source volume being represented
by the orientation of the geometric sound object.

A first performance prototype was implemented to test the
concept, provide a user interface and support collaborative
performance. The underlying technology is derived from
existing virtual reality technology and adapted to meet the
requirements of music performance. Future work will aim to
extend the capabilities of the initial prototype beyond
limitations imposed by a VR system that is optimized for
realism in simulations instead of artistic expression.

The remainder of the paper is organized as follows.
Related work is acknowledged in Section 2. Section 3 then
presents the system overview including all the components.
Section 4 presents the interaction paradigm. Section 5 presents
the extension of the interface for collaborative performance.
Conclusions are drawn in Section 6 and future research
directions are identified.

2. RELATED WORK

This work combines the fields of spatial music performance
with virtual reality technology. It builds upon technology and
interaction paradigms developed independently in the two
fields.

There is a wealth of research literature concerning novel
musical interface devices; [14] includes a comprehensive
overview. Many artists have successfully employed VR-gloves
and non-contact sensing in live performance; examples of early
innovation being the work carried out at STEIM, and by Jaron
Lanier and Tod Machover.

In the areas of mapping [3],[5] and visualization of sound,
experimental research is relatively sparse, with mapping
research also tending to focus on instrumental richness, rather
than the intelligibility of the mapping.
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Historically, the use of VR as an expressive medium has
concentrated on visual art, e.g. [8]. To date, there has been little
experimental research on the use of VR interfaces for sound
control [1],[10]. The DIVA system [6] was among the first to
use VR for musical performance. A VR evaluation framework
has been built at the Helsinki University of Technology,
introducing concepts such as a virtual air guitar [9].

Spatial perception and rendering of sound is well
understood, ranging from amplitude panning approaches [16],
Ambisonics [4] to large speaker arrays for rendering wave
fields or head-related transfer function methods predominantly
used with headphones. Virtual reality toolkits usually include
some form of spatial sound rendering, often based upon
standalone audio servers or DSP hardware (e.g. Lake Huron).
These VR systems employ sound as a tool to achieve a realistic
simulation and increase the feeling of immersion. Little
emphasis, however, has been given to tackling the difficult
interaction issues surrounding the visualization and control of
sound spaces for artistic purposes.

This paper addresses this area of interaction design,
offering intuitive post-processing of the sound stream for
spatialization.

3. SYSTEM OVERVIEW

The system consists of three major components: the scene-
graph that stores the positions and parameters of the audio
sources including their visualization; the user interface to
modify the scene; and the audio rendering system (see Fig. 1).
The audio rendering system as well as the “glue”-code required
to combine the elements is provided by the blue-c API [12], a
virtual reality toolkit originally designed for collaborative and
tele-presence applications.

User interface Audio renderer

Scene graph

Synchronization | <> Visual renderer

Fig. 1.  System overview.

3.1 User Interface

The user interface module handles all user interaction with the
scene graph and its embedded audio objects. The interface
module enables the user to pick and move objects using tracked
virtual reality data gloves. Rotating objects changes the volume
of the point source; this user interface is described further in
section 4. The interface also handles object locking to avoid
concurrency problems when the system is used collaboratively.

3.2 Audio Rendering System

The audio rendering system spatializes the audio source objects
using a volume panning approach, deriving the data from the
scene graph. All audio sources are rendered using the blue-c
API sound rendering system [13] that supports spatialization of
a large number of sound sources with arbitrary speaker
configurations. The audio system supports audio file playback
either from memory (e.g. for short loops), streaming from disk
(e.g. longer audio tracks) or from live sources (e.g.
microphones or synthesizers). The audio rendering system was
chosen mostly for convenience reasons as it performs well and
is directly integrated into the virtual reality software
development toolkit. Plugging in a different audio renderer or
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transmitting audio source positions to a different spatialization
server (e.g. a Lake Huron system) would be straight forward.

3.3 Hardware Environment

The prototype implementation uses a standard virtual reality
environment with a single wall-type stereoscopic projection
surface, head- and hand-tracking, gloves with bend sensors for
all fingers (see Fig. 2b) and a 14 speaker audio rendering
system. Additional tests were conducted on a stereoscopic
workbench environment with a slightly smaller 8 channel audio
system (see Fig. 2a). Both systems are driven by a standard PC.

Fig. 2.
a) Workbench display system. b) Wall display system.

Pictures of the hardware setup used for testing.

Although technically not required, picking in 3D is
significantly easier with stereoscopic projection. Similarly,
using a 6DOF tracking system allows for much smoother and
more intuitive interaction than using a mouse that is inherently
2D.

The hardware environment was chosen based on
availability at the lab. It is obviously not well-suited to live
performances due to portability restrictions. The software,
however, is flexible enough to run on a variety of platforms,
including laptops.

3.4 Scene Graph: Representing 3D Audio

The scene graph is subdivided into a static and a dynamic
section. The dynamic section (Audio group in Fig. 3) includes
the sound sources and their visual representation. This dynamic
section is synchronized and distributed among the different
machines in the collaborative setting (see section 5). The static
section (Stage and UI groups in Fig. 3) is used to provide the
performer with guidance elements, such as a reference
coordinate system, the position of the speakers, or an abstract
representation of the performance environment and user

interface elements.
Scene I
Audio group I ’

Stage group
Audio source

I Ul group
Transform (pos./rot.)

Hand

Coord.
sys. info

Touch
buttons

Speaker|
icons

icon
Fig. 3.  Scene graph structure.

Each sound source is represented as a simple geometric
object. The associated structure in the scene graph consists of
the position transformation node at the top, an additional
rotation transformation node and attached geometry. The
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position given by the transformation node is transferred to the
audio renderer to control spatialization of the respective audio
object. The rotation transformation affects only the small
pointer visually. The roll component is transformed into a gain
value. The current prototype only implements gain control; the
two additional rotation axes, however, could be used to control
source-dependent effects (e.g. reverb send, filter frequency,
etc.). Care has to be taken not to overload the user interface,
though. The use of a purely geometry-based approach exploits
the scene synchronization features of the underlying VR toolkit
without requiring additional modification.

4. THE PERFORMANCE INTERFACE

The performance interface concept is derived from a 3D
visualization and interaction environment “AutoEval” [1]
originally developed for design review in the automotive
industry and adapted to the needs of 3D audio manipulation.

4.1 Glove Interface

All editing is conducted using a tracked virtual reality glove.
For the prototype implementation, we used a Polhemus
Fastrack 6DOF magnetic tracking system and an Immersion
CyberTouch glove with vibration devices on the fingers and
palm to provide haptic feedback.

Editing operations are initiated by picking an audio object
with the tracked glove. Picking virtual objects in 3D is often
difficult for the untrained user, especially for those with limited
stereoscopic depth perception. The interface system therefore
supports the user with additional cues: if the user touches an
object, the object is visually highlighted and small vibration
motors inside the VR glove (similar to those in mobile phones)
provide a haptic sensation. A touched object can be picked by
pinching the thumb and index finger.

The audio object is moved by picking and dragging the
object to the desired location. The attached audio source is
continuously updated during move operations, enabling the
performer to “animate” sound in real-time.

Volume is changed by rotating the hand while the object is
grabbed, which is essentially the same gesture as turning a
physical knob. While the move operation follows a 1:1
mapping, twisting the knob is accelerated by a factor of two.
Tests revealed that a scaled mapping reduces fatigue without
significantly sacrificing precision. Additional editing modes are
available to avoid accidental side effects.

4.2 Latency Issues

In this system, latency is introduced at various stages. The
audio rendering engine itself can run with the smallest possible
buffer size allowed by the audio interface. Significant latency,
however, is introduced through the user interface handling that
runs synchronized to the visual rendering system, with frame
times typically between 16 to 22 ms. Magnetic tracking systems
also introduce a delay due to their limited update rate and
required noise filtering. All factors included, the time delay
between an actual event and its effect on the audio output may
well go beyond 50ms. It is therefore clear that this interface is
not suited to control a percussion performance. Preliminary
tests, however, suggested that the system is fast enough for all
practical uses.

4.3 Working Volume

Previous research suggests that the optimal actual working
volume of the hands is relatively small compared to the volume
defined by the fullest reach and is maintained at a fixed
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distance relative to the body. The standing position was chosen
to enhance performance aesthetics; in this position, fine motor
control is best achieved with a hand position 50-100mm above
elbow height and within the ‘normal working area’ [15] which
equates to approximately one forearm’s span from the body.
Hence the working volume chosen is a cube of approximately
0.4m centered directly in front of abdomen, and the audio scene
is scaled accordingly. In this region the most accurate motor
control is achieved and additionally, muscle fatigue is greatly
reduced. In contrast, typical wall-type VR display environments
are designed for a large interaction volume, and consequently
offer less precision for a small interaction volume as used for
this prototype. The workbench type display fits the preference
for a smaller working volume better and proved to be less tiring
to work with.

5. COLLABORATIVE PERFORMANCE

The system supports collaborative performance in two ways.
By using the live audio streaming sources, a performance can
be split along functional lines: one performer is responsible for
the spatialization of the sounds from the other musicians, much
in the same way that a front-of-the-house mixing engineer takes
care of the band's sound (Functional separation in Fig. 4). This
option is not further discussed here.

The system also supports concurrent editing of the 3D
sound stage by several users (Parallelization in Fig. 4). For this
type of operation, the virtual sound stage is distributed and
synchronized among several computers, one per spatial audio
performer. 3D audio objects can be edited independently on all
connected computers, while a locking system ensures that no
two users try to modify the same object at the same time.

= c
o) S
Instrument N Instrument B Instrument
player ° player ] player
© ©
- & s
Functional ™~ £ o
separation —
Spatialization (ol Spatialization (oo, Spatialization
system data system (master) data system

PA / speakers
Fig. 4. Collaborative performance. Functional (sequential)
parallelization ~ between  instrument players and

spatialization vs. parallelization within the spatialization
post-process.

5.1 Synchronization between Machines

The system enables several users to edit the sound stage
concurrently. All performers use their own computer, each
displaying the stage from an arbitrary viewpoint and polling the
input device. Each machine holds an independent copy of the
stage group and user interface, and the software ensures that all
machines share the same position and state for all sound
sources. This essentially provides multiple instances of the user
interface to a single audio rendering system.

The synchronization is based upon the blue-c Distributed
Scene Graph (bcDSG) [11] that synchronizes the scene graph
data structure across multiple machines and manages
concurrency issues including locking to make sure no two users
can modify the same object concurrently. Although the bcDSG
was designed with graphical applications in mind, the
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synchronization system did not require any adaptation since all
audio states have a direct scene graph representation. Building a
distributed application therefore required only little additional
development effort over a single-user solution.

5.2 Distributed Audio Rendering

In a typical live performance situation, only a single computer
actually processes audio data; the other machines are used for
visualization and interaction only. If desired, every machine in
the distribution group could run their own local audio renderer
with an arbitrary speaker setup, providing individual
monitoring for each performer.

6. CONCLUSIONS AND FUTURE WORK

The work presented here forms the first step towards an
intuitive performance system for spatial audio and music
performance. We demonstrated the usefulness of virtual reality
tools in the context of music performance, and introduced a first
concept prototype for visualizing sound sources in a 3D
environment.

The interaction paradigm has proven its effectiveness over
previous multiple-fader techniques; due to the improved
efficiency of the interface, one performer is now able to
sequentially alter the spatialization of multiple sources, whereas
previously this sequential or ‘time-sharing’ capability had been
consumed by poor interaction. In addition, the collaborative
interface allows parallel spatialization of sound sources with
multiple performers. Thanks to scene distribution features
inherent in the underlying VR toolkit, enabling a collaborative
performance only required minimal additional development
effort.

Additional work will be required to increase the
dimensionality of the control interface. The current system only
supports position and gain parameters, whereas a fully fledged
performance system should include effect control. Quantitative
and qualitative HCI testing will be used to determine which
interaction paradigm(s) represent the most expressive musical
interface.
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ABSTRACT

Using mobile devices as instruments in computer music is
one of the goals of the “Pure Data anywhere” project [5].
An obstacle we encounter is controllability, because most
of the devices do not offer the necessary interface, such as
MIDI or USB, in order to be controlled by external con-
trollers. Also, attaching external controllers to the devices
would make them less portable.

This paper investigates the possibilities of using the touch
screen, an interface that is part of mobile devices like Per-
sonal Digital Assistants (PDA’s). It describes usage sce-
narios that have been implemented for the PD anywhere
system. As most traditional PDA applications use the
touch screen in the same way as a mouse would be used,
emphasis is put on the difference between mouse and touch
screen interaction for instruments.

We are going to describe interaction models, that were
found useful and intuitive and enable the touch screen to
become a fairly sophisticated controller for expressive real
time music on a PDA.

Keywords

touch screen, PDA, Pure Data, controller, mobile musical
instrument, human computer interaction

1. INTRODUCTION

Most mobile devices offer a touch screen which is used
together with a pen in order to take the role of the mouse
for application control. Apart from some additional but-
tons, the touch screen is the main interface to the system.
Therefore it seems to be natural to use it as a controller
for musical instruments that are running on the device.
However, just using the touch screen as it is used in stan-
dard applications is too limiting. The WIMP (windows,
icon,menu,pointer) based paradigm has proved to be dif-
ficult to handle for live musical performance, especially if
the instrument should be highly interactive and feel natu-
ral. It is hard to express musical ideas by moving sliders
and pressing buttons, more so if they are very small, as is
common on PDA’s.

Permission to make digital or hard copies of all or part of this work for
personal or classroom use is granted without fee provided that copies are
not made or distributed for profit or commercial advantage and that copies
bear this notice and the full citation on the first page. To copy otherwise,
or republish, to post on servers or to redistribute to lists, requires prior
specific permission and/or a fee.

NIME 06, June 4-8, 2006, Paris, France

Copyright remains with the author(s).

61

Therefore we have tried to surpass these limitations and
go beyond the traditional control paradigms, by using dy-
namic gestures on the touch screen to control software
instruments running on the device itself.

Our goal in defining new interaction principles is to con-
struct an interface that resembles traditional instruments,
and especially portable instruments, in several ways.

First, it is one piece, the mobile device, and not a col-
lection of controllers and synthesis engines.

It should stay a portable instrument, which amplifies its
applicability to different contexts. Portable instruments
play an important role in music culture, they can be moved
easily, can be used in different social events and situations
and deliver music outside the concert hall or studio. Hav-
ing too many cables and addons would make the setup of
the instrument more compilicated and its usage more error
prone.

The instrument should have an interface that maximizes
control and gives immediate feedback. It should, actually,
feel like an acoustic instrument, but produce sound that
acoustic instruments can’t produce. It should also offer
control on other than note level, such as score level or
sound processing level [13].

It should be a learn-able and master-able instrument [7],
and the player should be able to have direct feedback on
how he advances in mastering the instrument [9].

Under these premises we try to develop a model of in-
teraction with the touch screen.

1.1 Pure Data anywhere

Pure Data anywhere (PDa) is a port of the Pure Data
(PD) computer music system [10] to Personal Digital As-
sistants. PDa is based on the Linux port of Pure Data
and runs on any PDA that supports Linux. The graphical
user interface is based on tcl/tk. PDa implements sound
calculations with fixed point number values, therefore it
runs in realtime on processors without floating point unit,
such as those used in portable devices.

More information about the implementation can be found
in [4].

PDa is currently used and tested on several models of
HP iPaq’s (namely those who run the familiar linux distri-
bution), on PDA’s that natively support Linux such as the
Sharp Zaurus, and to a lesser extent (without the graphi-
cal frontend) on several of Apple’s iPod models using the
ipodlinux system. For the iPod there is even a costum
graphical frontend called pdpod [8] available.
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2. CHARACTERISTICS OF THE TOUCH
SCREEN ON MOBILE DEVICES

In order to understand what the touch screen could offer,
we are trying to highlight the features of touch screens.

The touch screen on a PDA feels very direct in its in-
teraction, because of the connection of visual and haptic
cues as well as the connection of the left hand holding the
device and the right hand controlling it. This gives rel-
atively good control over where the device is, and where
the stylus is in relation to the device. This is very differ-
ent from traditional touch screens, because these devices
are not mounted on a screen anymore but freely movable,
adopting more behaviors of touch tablets.[1]

This is also the reason why moving on the PDA touch
screen is fast. Moving from one point to another involves
the movement of both hands and arms. The haptic feed-
back and reference points about the screen dimensions as
well as its limited size make it easy to navigate even with-
out seeing the screen.

The touch screen can be operated either with a stylus
(which gives more precision, but takes away immediacy)
or directly by touching with the fingers. If we use two
different fingers with the touch screen we can jump from
one area of the screen to another area almost immediately
and with relatively high precision. This mode of usage
is seldomly used in traditional applications, but it makes
perfect sense for musical applications when control has to
be discontinuous and fast, or where one wants to achieve
special effects.

We already mentioned the portability and the small size
of touch screen equipped mobile devices. An important
factor for a successful controller [14].

On the touch screen it is easy to move around, espe-
cially by small amounts, making the touch screen relatively
a higher resolution device than for example the mouse,
where it is hard to move just by one pixel. It is easy to
remember positions haptically, because one can feel the
borders of the screen.

The high precision that can be achieved when using a
touch screen is also due to the short ways the stylus or
fingers have to travel in order to change parameters, the
whole range of the device is about 8cm, whereas the pre-
cision is between 320 and 640 units.

Additional haptic cues can be put onto the device, help-
ing the instrumentalist to orient himself without having to
look at the screen of the device.

3. THE TOUCH SCREEN AS SOPHISTI-
CATED CONTROLLER

In this section we will work on ways of interaction with
the touch screen using the possibilities outlined before.

Wessel [14] defines the principal interaction with dig-
itizing tablets as “scrubbing”, “drag and drop”, “catch
and throw”, and “dipping”. Our definitions partly over-
lap with these, they are not meant as complementing, but
as a different point of view on interaction with a device
very similar to a digitizing tablet.

We can identify several different forms of interacting
with the touch screen, which partly overlap and merge
into each other. The fact of being able to use several of
the principles at the same time increases the possibilities
of interaction and makes the controller more sophisticated.
We start with a list of four interaction principles.
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3.1 Region based triggering

Region based triggering will fire up distinct events based
on where the touch screen was hit. In the WIMP paradigm
this corresponds to a button press.

For musical purposes we can enhance the button press.
The first enhancement is the power with which the button
gets pressed. While interacting in a natural way with the
touch screen we found out, that the hit does not take place
on one single spot of the screen, but it takes the from of
a small line. The speed with which this line gets drawn
is an estimate for the power of the hit, and hence can be
used as a control parameter for dynamics. Also the length
of the line can be used for controlling purposes.

Simultaneity can be approximated by drawing from one
region to another region, or by interaction with two fingers
at almost the same time.

3.2 Gesture recognition

On a higher and more general level, there is gesture
recognition. Gesture recognition allows us to control events
from an alphabet of gestures. Not only the outline of a
gesture can be used, but also its timing information. This
adds another level of freedom to each gesture.

Gestures can be pretty complex, and if we include infor-
mation about absolute position gesture are a very general
way to define interaction on the touch screen.

The meaning of gestures in new musical instruments has
been described by other authors [11] [12].

3.3 Border crossing

Another, newly defined interaction scheme we call bor-
der crossing. An event gets triggered when the pointer
on the touch screen crosses a border. Additional parame-
ters depend on speed of the crossover. This pattern draws
from the interaction of plucking a string. Together with
the sound feedback and the haptic feedback of the screen
border, it is easy to learn the positions of borders by ex-
perimenting, and the human cognitive system seems to
remember these positions pretty well.

Because of the precision and speed of the stylus on a
touch screen, additional trigger information such as “double-
triggered” (the border gets crossed two times in a very
short time) events can be used to determine parameters
on the note level.

Information such as the angle with which the border
gets crossed can be employed as a continuous parameter.

3.4 Continuous parameter control

As an extension to the region based triggering, or as
a stand-alone technique, the touch screen offers continu-
ous parameter control. This means, that control data gets
send according to the position of the pen on the touch
screen. This allows us to combine piano-like event trigger-
ing with continuous control of the sound. This way the
evolution of events can be controlled, depending on the
mapping of the x and y values.

Continuous parameter control works best when the con-
trol input switches between states. One of the event based
paradigms, region based triggering, gesture recognition or
border cross triggering can be used to produce events, and
for further control continuous parameters are used, until
the pen (or finger) gets lifted from the touch screen.

3.5 On Virtuosity

One of the reasons why virtuosity can be reached with
traditional instruments is their inflexibility. If one starts to
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Figure 1: The guitar and drum set screen layout

learn a traditional instrument, she can be pretty sure that
the instrument will not change substantially, hence it pays
off to put an effort into learning to play it. Paradoxically,
the flexibility of most computer music controllers makes it
hard to reach higher levels of virtuosity on an instrument.

Unlike work specific to single compositions [2], one of the
goals of this article is to come up with a set of interaction
principles with the touch screen, that can be regarded as
fundamental, studied and practiced as such in order to
lead to a higher level of control of the instrument (or,
more general, the interface).

We might fail for the first run, but experience and time
will show which of the outlined principles preserve and
which have to be adapted.

This, of course, assumes that touch screens will stay the
main way of interaction with mobile devices.

4. MAPPING

Once refined our ways of interaction, we can work on
the mapping of these control inputs to our instrument. At
this time we have left the domain of the “controller” and
entered the layer of the computer music instrument, gen-
erally hidden in the software of the device. Having good
mapping strategies allows us to combine the principles of
interaction in order to build a pleasing and enjoyable in-
strument.

The examples here should be seen as a proof of concept
and an application of the interaction principles. Our map-
pings try to be simple in the hope that it will be easy figure
out how the instruments react without needing a detailed
description of synthesis techniques.

4.1 The virtual guitar

Figure 1 shows an application of the “border crossing”
principle, implementing a virtual guitar. Interface resem-
bles the FMOL program [6], but the interaction and sound
production is different. The interface behaves similar to
a real guitar, it is used to trigger events while crossing
(picking or strumming) the virtual strings. Together with
the event we can extract two parameters, which are the
pitch and the velocity. The pitch is controlled by the ver-
tical position while crossing the string. Simultaneity is
achieved by strumming over more than one string, where
the curve of the strum influences the type of chord that
can be played (e.g. major/minor).

We have chosen on purpose a traditional instrument

to simulate, but on a more abstract level of the inter-
face, we can extract a decent amount of parameters from
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one strumming action. In the 3 string guitar example
this would be 3*2, although not completely independent.
Our abstract instrument would need something that makes
tuned chords (= tuned parameters) useful. Also the ve-
locities of the single strings are tightly coupled. Vibrato
effects can be implemented by interpreting movements af-
ter “picking”, using continous parameter control.

The virtual guitar is an example where additional haptic
feedback on the touch screen improves play-ability further.
This additional haptic feedback can be achieved by glueing
transparent film on the surface, where the borders of the
film correspond to the guitar strings and will be felt when
strumming over them.

4.2 The virtual drum set

The second screen configuration in Figure 1 shows an
example setup of a virtual drum kit. In this setup, events
are not triggered by crossing borders, but by hitting cer-
tain areas of the screen.

The gesture arrows show how a simple two voice drum
pattern would be played with this setup. The smallest
rhythmical entity, the closed hi-hat is hit constantly, fol-
lowed by a “hi hat - bass drum” and “bass drum - snare”
combination. More complex drum sets could be built ac-
cording to the rules for region based triggering outlined
above.

According to need, other region layouts can be devised,
such as the hi hat in the center, surrounded by other fields.
Events that occur together frequently should have neigh-
boring regions.

The virtual drum set mode can also be enhanced by
haptically marking the regions.

4.3 The free and unquantified mode

The theremin, being the first controller in the league of
new instruments, is one of the few instrument controllers
where people have reached the level of virtuosity. It is
therefore instructional to take a closer look at it and com-
pare it with the touch screen.

The control of the theremin are two decoupled one di-
mensional sensors. One of the virtuosity criteria is the
ability to hit a specific note and stay in tune. This is done
via vibrato and by remembering relative positions which
correspond to intervals.

When using a touch screen as a 2 dimensional controller,
just using x for volume and y for pitch, one has to fight
with similar problems as a theremin player, like finding
the right pitch.

Another problem of the touchscreen in this mode is the
freedom of movement. The finger can only move in one
plane, volume and frequency are tightly coupled, making
it harder to hit the notes correctly and perform a decent
frequency vibrato.

On the other hand, on the touchscreen frequency and
volume vibrato can be combined easily.

The frequency solution is not sufficient, therefore the
frequency should be coupled with detection of the speed
with which the stylus is moved.

5. THE IMPORTANCE OF FEEDBACK

In digital instrument design, feedback is a very impor-
tant factor if we want the instrument to be playable. The
touch screen, not being designed as an instrument, lacks
kinesthetic feedback.

Nevertheless the tactile feedback gives good information
about the position of the pen or finger on the touch screen.
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The described scenarios have a very tied coupling of
event and sound feedback, this is on purpose because the
sound is the only dynamic feedback given to the user.

Another well integrated form of feedback is the visual
feedback. Unlike with the mouse or other controllers, vi-
sual feedback can be displayed where the interaction oc-
curs. This might be helpful for playing the instrument, but
the history of instrument playing shows us that only few
instruments actually depend on visual feedback. We en-
countered that having to look at the screen actually takes
away a lot of the fun when playing the instrument.

The most important factor that has to be mentioned
when playing mobile devices is the feel of the instrument.
Having a portable device and being able to control it pre-
cisely motivates to go on with it and to learn how to have
the total control.

6. FUTURE ENHANCEMENTS

The general way of playing a hand held device is by
holding it in one hand and playing the touch screen with
the other hand. This interaction works well for the touch
screen, unfortunately for the hand that is holding the de-
vice it is hard to reach the additional buttons on the de-
vice. The only button that is normally reachable is the
record button.

Having the ability to input additional information with
the hand holding the device would greatly enhance the
flexibility of the instrument. A solution for this would
be the design of a jacket around the hand held, which
serves at the same time as a protection and a input de-
vice with several buttons (one for each finger)., similar to
the DataEgg[3], an input device developed by NASA for
astronauts.

These additional, but more static inputs would make
it easier to change states or presets of the instrument or
generally to be used as an additional controller.

7. CONCLUSIONS

We have shown that the touch screen of mobile devices
can be a versatile and musically meaningful instrument
controller. Describing patterns of gesture interaction and
explaining instruments implemented with these patterns
we have demonstrated their usefulness.

We found playing with an instrument implemented in a
portable computer stimulating and interesting, as well in
private settings with headphones as in concert setting.

This opens up the road for new applications that con-
vert a PDA into a portable musical instrument and make
this kind of computer based music instruments easily ac-
cessible and usable, not only in complex concert or studio
setups, but also in any other setting, by just pluggin in
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the headphones and playing along.
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ABSTRACT

This paper discusses the concept of using background music to
control video game parameters and thus actions on the screen.
Each song selected by the player makes the game look different
and behave variedly. The concept is explored by modifying an
existing video game and playtesting it with different kinds of
MIDI music. Several examples of mapping MIDI parameters to
game events are presented. As mobile phones’ MIDI players do
not usually have a dedicated callback API, a real-time MIDI
analysis software for Symbian OS was implemented. Future
developments including real-time group performance as a way
to control game content are also considered.

Keywords
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1. INTRODUCTION

Music has an important role in contemporary video games. It
can help to make a right kind of atmosphere for gaming, and
emphasize actions on the screen. It is common that the
background music is adaptive i.e. it changes according to game
events, between different parts of the game, and is synchronized
to the game actions. As an example, when an avatar is moving
in a safe area the music may be slow and relaxing, but during an
enemy attack it becomes faster and more aggressive.

The development of an adaptive music soundtrack and sound
effects for a modern video game is an expensive and time-
consuming process. Due to this, many games just loop the same
relatively short music files over and over. Some developers
have started using songs from popular artists as background
music in their games. Repetition has also its cost: The gamer
may become bored with the non-adaptive soundtrack and turn it
off after a while. The study by Cassidy et al. [19] suggests that
the best player experience emerges when a player can choose a
game’s background music to something that he or she prefers.
The scope of that study was limited to driving games.

Since 1990’s, we have also seen the rise of musically oriented
games. As Blaine points out in [14], the majority of these are so
called “rhythm games” that prompt a single player or a group of
players to perform rhythmic actions in time with a
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predetermined musical sequence. The game genre has also led
to the development of new low-cost interfaces such as drum,
guitar, and dancemat controllers that make the games more
enjoyable to play. Many rhythm games suffer from the same
problem as non-adaptive game soundtracks: As the number of
music files is limited, the games may have quite short lifecycles.
To improve the situation (and earn more money), some
developers have started offering game upgrades such as
catalogues of popular songs.

This paper describes a novel way to use music in games.
Instead of adaptive background music that reacts to the game
events, the authors propose the concept of games that react to
their background music. Throughout this paper, this kind of
games are referred to as “background music reactive games.” In
[17] and [18], the authors have also used the term “musically
controlled games.” The idea works both in the case of rhythm
games and non-adaptive background music soundtracks.

The contents of this paper are as follows: Chapter 2 discusses
some relevant previous work, Chapter 3 presents an overview
of the idea, and Chapter 4 justifies using MIDI to control game
content. Chapter 5 lists some interesting MIDI parameters and
ways to use them to modify games. Chapters 6 and 7 discuss
authors’ test platform “AudioAsteroids” and MIDI analysis
software for Symbian mobile phones. Finally, Chapter 8 draws
some conclusions and Chapter 9 suggests some topics for future
work.

2. PREVIOUS WORK

When thinking about “music games”, most people are probably
referring to “rhythm games.” In PlayStation game “Parappa the
Rapper” (NanaOn-Sha 1997) [9] and other similar rhythm
games, the player has to trigger musical events by pressing
specific buttons to the beat of the music. In “Gitaroo Man” [3]
for PlayStation 2, the player must also follow the pitch of lead
instrument with the joystick. In “Mad Maestro” [7] for
PlayStation 2, the “appropriate” tempo of each song determines
the speed with which the player must press the buttons. In all of
these games, the sets of songs are fixed and the programmers
have had to define the occurrence of each sequence in every
song. In other words, the generation of game levels from pieces
of music is not automatic.

In [14], Blaine discusses alternative game controllers that have
been used with music games. These controllers border double-
function as musical controllers. Experimental hybrids between
games and new types of multi-user musical controllers,
including Jam-O-Drum, Jam-O-Whirl, and Jam-O-World, have
been discussed in [16].

One example of a video game in which music becomes the
result of players’ actions, that in themselves are unrelated to the
theme of making music, is Shockwave game “BLiX” [10].
“Rez” (Sonicteam 2001) [11] for PlayStation 2 is a third-person
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shoot ’em up game with drum samples instead of conventional
weapon sounds. When the player shoots, the triggering of
samples is quantized so that they always match the background
music rhythmically. It could be said that in games such as BLiX
and Rez, player’s actions on top of the background music
produce a certain soundtrack along each play session. However,
these games cannot be played with background music of
player’s own choice.

A couple of games that respond to the pitch of player’s
whistling, singing, or humming have been implemented. In
many cases, the pitch is rounded to the nearest semitone.
Héamaléinen et.al. [4] discuss games controlled by singing. One
of their examples is a pitch-controlled Pong. The authors also
discuss the technical and psychoacoustic issues of pitch
detection. In karaoke game “Staraoke” (Intervisio 2003) for
Windows 98/XP, the pitch of background song’s melody forms
a path. The player must guide his or her character through the
path by singing the melody correctly. Pitch is represented on
the vertical axis and time on the horizontal axis. [2]

Of all music games on the market, the one that most closely
resembles ideas presented in this paper is Playstation game
“Vib-Ribbon” (NanaOn-Sha 1999) [8]. At the time of its
release, Vib-Ribbon was welcomed as a refreshingly new kind
of game. It is best described as an obstacle track game, in which
the background music (any song from any audio CD) affects the
appearance of obstacles, the points in time when these obstacles
appear, and the spawning of certain additional objects. Player’s
character seems to walk along the stylized waveform. One issue
with Vib-Ribbon is that the correspondences between
characteristics of music and obstacle track are not that obvious
for casual players. The obstacle track just appears different with
different pieces of music.

In addition to audio-control, a small number of games that use
MIDI controllers for input have been developed. David
Bagno’s “Musical Space Invaders” and "Music Scale Teacher"
[6] for Windows 98/XP and Macintosh are note teaching games
played with a MIDI keyboard. “Musical Invaders” [5] for
Windows 98/XP is a music learning game that responds to real-
time MIDI input. The goal is to play the notes as they appear on
the screen. By doing this, the player performs a melody at the
same time. Players can also load their own MIDI files and play
them as game levels.

3. OVERVIEW

Starting a “background music reactive game” differs somewhat
from traditional games. In the beginning, the player must first
select a music file or collection of files to be used in the game.
The music is analyzed for relevant musical parameters (see
Chapter 5) either in real time, in larger buffers, or the whole
song can be processed before the game starts. The resulting
control data is then sent to the actual game engine, which maps
it to selected game parameters. After this, the player starts the
game and tries to play through as many files as possible.
Depending on the game type and implementation, each file may
be considered as one unique game level.

When music is analyzed to produce control parameters for the
game, novel ideas can be found. Even a very trivial game can be
made interesting if the player can affect the difficulty level by
changing the background music to his or her favorite tune. A
player may end up saying things like: “I passed the game with
Queen’s Show Must Go On, but Steep’s Rise is far too difficult
for me!” In the case of mobile phones, even ringing tones could
be used to control game parameters.

66

Select / Analyze Send control Map control
download  |—=»| .0 —| data to game [—>| data to game
music engine parameters

Figure 1. Starting a background music reactive game.

The concept also offers many imaginative possibilities for the
game designers. As an example, consider a submarine combat
game. It is possible to use music to control the behavior of the
enemy so that it can shoot only when a certain note in the
background song is played. Also elements not essential to the
gameplay can be controlled by the music, for instance, the
underwater plants may sway in the rhythm of the background
song. In conventional game implementations, these actions
would be controlled by a random generator or artificial
intelligence (AI). Through music-control, the actions do not
appear random.

Examples of musically controllable game elements and
characteristics include e.g.:

*  Speed and difficulty level of the game;

* Location of game objects (enemies, ammo, guns,
bonus objects, buildings, etc.);

*  Number, size, type, color, and shape of objects;
*  Time and frequency of appearance of new objects;

* Movement (e.g. speed, direction, rhythm, starting
point, trajectory) of objects;

*  Properties of avatars (e.g. skills and endurance);

¢ Context of gameworld (e.g. location of game events,
time of day); and

*  Camera angle.

4. BENEFITS OF MIDI

With the current technology, MIDI has certain advantages over
other file formats such as Wave and MP3. As MIDI is a
symbolic format, it is more precise to use to control game
content than digital audio. Certain MIDI parameters such as
Note On messages can be directly used as game control
parameters, while more control parameters can be found by
making some simple calculations based on MIDI events for
instance on a specific channel.

The file size of MIDI is considerably smaller than that of digital
audio. Because of this, a larger amount of files can be stored to
e.g. a portable device and new files can be rapidly downloaded
over the air. Due to the recent increase in storage space and
computational power, there are no longer strict limits to the size
of wavetable soundbanks and sophisticated synthesis methods
such as physical modeling can also be used to generate the
sounds.

MIDI has also some important benefits if compared to other
symbolic audio formats such as Open Sound Control [1]. The
format is widely spread so there are lots of software and
hardware tools available. People can easily download new
songs from the Internet, and in the case of mobile phones even
ringing tones can be used to create new game levels.
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5. MAPPING MIDI EVENTS TO GAME
PARAMETERS

Mappings between musical control parameters and game
parameters are most effective when players immediately
understand the relationship between what they hear and what
they see. If a player knows a certain piece of music well and
understands the mapping used in the game, he can anticipate
some of the actions that will occur in the game.

In order to support a large number of players having different
musical tastes, the mapping should not be tailored to a single
genre. There are undoubtedly interesting differences between
musical styles, but in most cases the game designer should aim
at a generic mapping that works nicely in the case of any genre.
It is beneficial if distinct musical genres produce distinct game
experiences, but this should not be done at the cost of the
general playing experience.

While most MIDI parameters affect how the music sounds like,
some may not be noticed by inexperienced listeners. Parameters
that are understood by most players should usually be
connected to major foreground events in the game, while the
not as obvious ones can be used to control less important things
like background graphics and so on.

For the purposes of background music reactive games, MIDI
parameters and control data calculated based on them can be
divided into three principal groups: “Event”, “state”, and
“transition”. In the following, we describe these groups in more
detail (but not exhaustively) and make suggestions on how
useful they would be to control a game.

5.1 Event Parameters

“Event” parameters are musical features that occur occasionally
and last for a brief time. They are appropriate for e.g. triggering
new objects or causing some abrupt actions in the game. Most
useful musical features belong to this parameter group.

According to our experiences, the most useful MIDI message
type belonging to this category is Note On. All Note On events
in the song or only certain pitches could be mapped to e.g.
spawn new game objects to the screen. Another interesting
possibility would be to map higher notes to spawn objects to
the top of the screen, and lower notes to the bottom of the
screen. Note On velocities, which typically have values above
50, can also be used to modify the game.

An average listener seems to notice quite well when a certain
percussive sound (such as bass drum or crash cymbal) has an
effect on the game. In the case of polyphonic music, mappings
between harmonic notes (especially those on accompanying
tracks) and game events seem to be more difficult to notice.

In general, MIDI channels that have a low number are more
widely used than channels having a high number. Channel 10 is
an exception, as almost all MIDI files include at least one drum
or percussion track. If only a subset of MIDI channels is
mapped to the game parameters, drums are a good alternative as
an average listener can easily separate them from the mix.

Another interesting musical feature, although not directly a
MIDI event, is polyphony. As high-polyphony music often
sounds more massive and intensive than low-polyphony,
exceeding a certain polyphony threshold could be mapped to
e.g. game’s difficulty level, amount of enemies, and so on.

By mapping Program Change messages to game parameters, it
is possible to modify the game according to instruments used in
the song. Traditional instruments such as piano are really
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popular, while e.g. different sound effects sounds are quite
rarely used. Almost all songs include at least one drum or
percussion track, and the basic drum set (bass drum, snare
drum, hihat, etc.) is usually used.

Pitch Bend MIDI event is typically used in the case of stringed
instruments and lead sounds, and its effect on the music is quite
clear. The event can be used e.g. to control the vertical position
of objects on the screen.

System Exclusive and NRPN messages are quite laborious to
create. If they occur in a song, the composer has most probably
used them to modify some parameter of some specific
synthesizer. If another synthesizer is used to play the song, it is
very likely that the listener will not hear the effect at all. These
messages are really rare, and therefore can be used to create
random —like surprise elements to the game.

There are 127 different MIDI Control Change messages, most
of which are rarely used in songs. Popular messages include
Channel Volume (#7), Pan (#10), Modulation Wheel (#1), and
Damper pedal i.e. sustain (#64). Their effect on the music is
quite evident, while some other CC messages may be such that
an average listener does not notice if they have been used or
not. Rare CC messages should be mapped to create random —
like behaviour to the game or neglected.

5.2 State Parameters

“State” parameters are musical features that stay more or less
the same for a longer time. This kind of features are suitable for
controlling longer-term game properties such as speed of game
and average number of enemies.

According to authors’ experiences, the most important and
easily noticeable mapping seems to be connecting song’s tempo
to control the overall speed of the game. Other interesting
alternatives include e.g. controlling a single moving game
object and modifying the difficulty level according to tempo.
All MIDI files include a tempo meta-event, and it usually
remains constant throughout the song. The tempo of most
pieces of music lies between 60 and 140 BPM (beats per
minute). Values outside this range can be used to create e.g.
some kind of surprises and extreme speeds.

Key and time signature meta-events are much less common than
tempo. If the time signature does not exist, a default signature
of 4/4 is used. Most songs are in 4/4, so other divisions can be
used to create surprises to the game. Key signature information
(e.g. C major or F minor) could have an effect on e.g. the mood
of the game, time of day, and so on. As lyric and text meta-
events are mainly used in karaoke MIDI files (*kar), a
background music reactive game should not rely on them.

Other examples of state parameters include e.g. average
polyphony inside a specified time window and “note density”
i.e. the number of notes inside a specified time window.

5.3 Transition Parameters

By “transition” parameters, we are referring to significant
changes from one musical quality to another. Examples include
large intervals in a melody line, the change from silence
between two pieces of music to an aggressive beginning of the
next piece, large change in note density, and change in time
signature. “Transition” parameters can be used for similar
purposes to control game content as “event” parameters.
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6. AUDIOASTEROIDS TEST
PLATFORM

The authors specified a demonstrative game that could be used
to evaluate the “background music reactive games” concept in
practice. The idea was to study useful connections between
MIDI parameters and game content. An open source game
“Maelstrom” [13], which is based on the well-known arcade
game Asteroids, was modified accordingly and renamed
“AudioAsteroids”. The game was selected because it is simple
and intuitive, and has several types of objects flying around that
can be controlled by music. The most important modification
was the integration of a custom software synthesizer as game’s
MIDI player engine. The synthesizer was able to analyze the
MIDI file during the playback and thus control the actual game
engine. The MIDI engine also supports simultaneous real-time
input from a MIDI controller.

In the game, the player controls with the alphanumeric
keyboard a spaceship that must avoid colliding with asteroids
and other objects flying around in space. The player must
attempt to shoot dangerous objects such as asteroids, enemy
ships, and black holes with the ship’s laser weapon. There are
also some bonus objects the player must collect in order to get
more points, more lives, etc.

6.1 Defining Connections

The players were able to define the connections between MIDI
control parameters and game events by themselves. Two types
of musical control parameters, namely “event” and “state”, were
supported. The properties (e.g. speed and amount) of game
objects could be controlled by musical events like the pitch of a
note and the number of simultaneous notes. Overall speed of
the game could be made dependent on the musical tempo, and
SO on.

Figure 2 shows a window where a mapping for the game is
specified. A single connection could be described with the
following formula: ”A MIDI event from a certain MIDI channel
is connected to a game event that affects a game object with a
certain factor”. Connections can be scaled (“fine-tuned”) with a
factor between —100% and 100%, which are represented in the
game as integers O and 200, respectively. High positive
percentage values mean that the MIDI event has more effect on
the game event. As an example, when the tempo of a MIDI file
increases the speed of the game could also increase. Negative
percentage values have the opposite effect (e.g. when the tempo
increases the speed decreases). Value 0% has no impact, so if
all the factors are set to it the game works just like the original
Maelstrom.

Every musical parameter can control multiple game events, and
every game event can be controlled by multiple musical
parameters. In the latter case, the final game event value is a
sum of affecting musical parameters.

AudioAsteroids has also two special connections that are used
in a different way from the basic connections. After turning
either special connection on, the user has to select a drum
sound from the standard General MIDI 1 [13] drum kit, some
game object, and specify how many of these objects can exist
simultaneously. When the selected drum is played in the song,
it will spawn the chosen game object to the screen.
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Figure 2. Defining connections in AudioAsteroids.

6.2 Example of Generic Mapping

Although the player can make his or her own mapping before
starting the game, this can be an iterative and very time-
consuming process. Therefore, a representative set of
connections (which would be as illustrative as possible for
several types of background music) was defined. The set was
stored as a generic connection file that is delivered with the
game package. The selected mappings are shown in Figure 3,
where:

*  Tempo of music controls game’s overall speed;

*  Combined polyphony of all MIDI channels affects the
de-acceleration of UFOs;

*  Pitch bend amount on channel 1 controls the number
of damaged spaceships on the screen;

¢ Pitch of current note on channel 5 affects the amount
of bonus multipliers;

Pitch of current note on channel 9 controls the
number of small asteroids;

Pitch of current note on channel 16 spawns steel
asteroids to the screen;

Hit of crash cymbal spawns the smallest amount of
UFOs; and

Snare drum spawns the smallest amount of comets.
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Figure 3. Example of a mapping used in AudioAsteroids.
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6.3 Findings from AudioAsteroids

Many MIDI files were tested with AudioAsteroids. In addition
to showing the value of a generic mapping, they also proved
that the concept works nicely in practice. The selected generic
mapping worked well on any MIDI song generating numerous
variations to the game.

The authors learned that the most important and easily
noticeable mapping was connecting song’s tempo to control
game speed. Another very perceivable connection was mapping
a certain drum being played to generate a specific game object.
In the case of other mappings, it was not always evident why
some things happened on the screen. However, the fact that
different songs made the game appear and behave differently
was enough to provide a satisfying gaming experience for
people who tried the game. In a sense, any MIDI file in the
player’s collection could render a different game level.

In general, musical people seemed to enjoy the game more than
those who had never played an instrument or listened to a lot of
music. They also understood the used mappings better.

7. REAL-TIME MIDI ANALYSIS
SOFTWARE FOR SYMBIAN

Mobile phones are becoming increasingly popular devices for
playing games and listening to music. So far the main use of
their MIDI synthesizers has been the playback of ringing tones.
Therefore, mobile phones” MIDI players do not usually have a
dedicated callback API (Application Programming Interface). A
MIDI file can be played and stopped, but an application does
not have any way to get detailed information about the contents
of'the file.

However, in the case of background music reactive games this
information is required. It is also desirable that the game
receives the information in real time and in synchrony with the
music playback. Because of this, a MIDI analysis software
module called "Virtual Sequencer” or “VS” was developed. At
the time of programming the software, target platforms were
Nokia mobile terminals with Symbian 6.1 (including N-Gage
game deck, [12]) and 7.0 operating systems. VS was
implemented with C++ programming language.

In the case of a traditional MIDI player engine, a file parser
software component reads the MIDI file to be played and sends
the parsed data to a sequencer component. Sequencer is
responsible for sending scheduled MIDI events to a synthesizer
component at appropriate moments. Synthesizer generates the
actual audio waveform and sends it forward to be played
through loudspeakers or headphones. The implemented Virtual
Sequencer software consists of only file parser and sequencer
components, both of which are considerably simpler to
implement and run than the synthesizer.

Figure 4 illustrates using VS in a game for a mobile phone. As
VS has been separated from the actual game engine, it is
possible to utilize the same code module again in other games.
In the figure, the game engine commands VS and MIDI player
blocks to load the same MIDI file. (Here term MIDI player
refers to the software or hardware synthesizer of the used
mobile phone model.) Both blocks then parse the MIDI data.
After receiving a play command, MIDI player’s sequencer
component starts sending scheduled events to its synthesizer
part, while VS’s sequencer starts sending control events to the
game engine. The game engine then maps these events to
selected game parameters, and the game reacts to the music in
real time.
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Figure 4. Illustration of using Virtual Sequencer in a game.

Virtual Sequencer is a light-weighted component that does not
consume an excessive amount of processing power even when
using complex MIDI files. It is a dynamically linked library
(DLL) that is used through its API. VS does not generate any
sound or interfere with Symbian's native MIDI player. The
operation of VS is two-way: It can be instructed as a normal
MIDI player (load, play, stop, jump back to song start) and it
can make callbacks to inform its host application (e.g. a game)
about MIDI events, polyphony levels, etc. that the host wants to
be informed about. Some of VS’s control events are derived
directly from individual MIDI messages, while others are based
on some simple calculations. A good example of the latter is
“polyphony N was exceeded” control event.

The host can be informed via callbacks when any of the
following situations occurs during playback:

*  Tempo Change message is used in the song;
* A certain number of notes is played simultaneously;

*  Note On or Note Off message is used on certain MIDI
channels;

* Program Change, Pitch Bend, or Control Change
(CC) messages are used on certain MIDI channels;

*  SysEx message or meta-event is used in the song;
¢ Certain notes are played on certain MIDI channels;

*  NRPN, Polyphonic or Channel Key Pressure events
happen on certain MIDI channels;

*  Certain instrument (i.e. defined instrument number) is
played (by Note On) on certain MIDI channels; and

*  Any MIDI message is used on certain MIDI channels.

Each callback includes all relevant MIDI data as parameters.
For example, when Note On is called it is important to know
also the note number and its velocity.

8. CONCLUSIONS

This paper elaborated on the concept of “background music
reactive games”, where game’s background music is used to
control game parameters and thus actions on the screen. Each
song generates a new game level with varying characteristics
and difficulty, and players can try to solve playlists of their
favorite music or even mobile phone ringing tones.

A test platform called AudioAsteroids was implemented for
experimenting with different mappings. A generic mapping was
defined in order to test the game behavior with several types of
music. It was learned that the most important and easily
noticeable connection was controlling game’s speed with the
musical tempo. AudioAsteroids convinced the authors that the
idea of using music to control game content works in practice,
and that MIDI is a suitable format for it. By defining an
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appropriate mapping between musical control parameters and
game parameters, it is possible to develop games that behave
differently with each piece of background music. The concept
introduces a new dimension into the experiences of gameplay
when players realize how game content and behavior changes
as a result of certain characteristics of the background music.

The benefits of using MIDI were also discussed. Three types of
control information (“event”, “state”, and “transition”) can be
effectively calculated from MIDI data, and one-to-one
mappings between specific musical events and game events are
possible. Similar exact information is currently very difficult to
extract from digital audio, as practical digital audio analysis
algorithms predominantly include detecting changes in sound
volume levels, beat tracking, and monophonic pitch detection.
To name one possible future implementation, MIDI-control is a
way to realize rthythm games that can be played with any MIDI
file as background music.

In order to enable the creation of Symbian games on mobile
phones, a software component called “Virtual Sequencer” was
implemented.

9. FUTURE WORK

An exciting future development would be to combine the
activities of playing a game with those of making music with
musical controllers. Aspects of group performance could be
introduced to this activity. For example, one of the performers
could control the hero in the game, while the musical
performance of others would create obstacles for the hero. In
[15], Blaine and Fels have discussed the principles of
collaborative musical interfaces. These guidelines could be
adapted into the design of background music reactive
multiplayer games.

One constraint in AudioAsteroids was that it is controlled with
the alphanumeric keyboard, which most people do not regard as
a real-time musical controller (despite it can be used to trigger
samples). AudioAsteroids (and many other video games) can be
played with as few as three or four distinct buttons, so there are
several musical controllers that could be used for this purpose.
The use of these controllers as well as new mapping strategies
should be examined carefully. In addition, more detailed user
testing than done so far would be required.

Theoretically, there are three ways to combine real-time MIDI
input with video games like AudioAsteroids. The game could
be based on an exclusive real-time performance or the playback
of a prefabricated MIDI file with live parts performed on top of
it. In addition, the actions of the player (e.g. maneuvering a
space ship and shooting) could trigger musical sounds instead
of sound effects. All these interesting possibilities can only be
explored by implementing new game prototypes.
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ABSTRACT

Turntable musicians have yet to explore new expressions with
digital technology. New higher-level development tools open
possibilities for these artists to build their own instruments that
can achieve artistic goals commercial products cannot. This
paper will present a rough overview on the practice and recent
development of turntable music, followed by descriptions of
two projects by the author.
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1. INTRODUCTION

The vinyl record has lost its function as a practical audio
playback media, gradually being replaced by magnetic tape,
CDs, and now by compressed digital audio files. However, this
century-old medium is not yet obsolete because its playback
device, the turntable, proved to be an irreplaceable performance
tool. The performers of this device, the DJ and turntablist, have
played significant roles in the emergence of distinct musical
genres and have been at the forefront of musical
experimentation. They have become a cultural phenomenon
replacing the guitar with the turntable as a symbol of youth
musical culture [4]. The vinyl record and the turntable have
convolved into a single musical instrument that is now
universally recognized across multiple musical genres and
disciplines.

Today, pro-audio manufacturers have a strong focus on DJ
related products. New digital DJ tools both in software and
hardware are being developed at a rapid pace, eventually to
replace the vinyl as the primary audio source for DJ
performances. However these new tools do not necessarily open
doors to new musical expression. Simulation and efficiency of
existing practice is the main focus of these tools, and artistic
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experimentation is difficult or just not possible. These products
promote a future that only evokes the familiar past. Turntable
music has evolved through both aesthetic and technological
experimentations by the artists. Affordable computers and high-
level programming environments have created a rich context for
artists to build their own unique digital performance tools. It
would benefit the modern day turntable musician to embrace
this new technology and knowledge for both critically reflecting
on their practice and creatively projecting new ideas for
expression.

2. ASPECTS OF TURNTABLE MUSIC

The following section will introduce some aspects of turntable
music that have directly influenced the author’s projects. There
are other publications that have covered the subject more
thoroughly. Kjetil Falkenberg Hansen [5] has written an
overview on the practice of turntablists and numerous reports
on scientific analysis he has conducted on “scratching.” Also,
Bill Brewster and Frank Brougton’s Last Night A DJ Saved My
Life [3] is a valuable source for DJ history.

2.1 The DJ, The Turntablist, and The
Turntable Materialist

The turntable musician can be roughly divided into three
categories based upon their focus on skills and musical practice.

The DJ (sometimes written as Dee Jay to distinguish from the
disc jockey) composes a sound-event by skillfully playing an
array of recorded music. Many techniques exist for transition
between different records, but the most critical technique lies in
the ability to create a narrative flow through the selection of
records. The DJ must continuously and spontaneously create a
linkage in time that inspires a collective musical atmosphere.
When the DJ is successful their presence becomes unstable,
constantly emerging and withdrawing from the musical
consciousness of the audience.

The turntablist in the context of Hip-Hop music, also referred to
as the scratch DJ or battle DJ, strictly focus on turntable and DJ
mixer manipulation techniques. The term “Turntablism” was
born out of their devotion to hours of practice and their strong
sense of community. Many of these turntablists will insist on
only using the Technics SL-1200 series turntables. The high
motor torque created by the company’s Direct-Drive
technology gives a wonderful tactile feeling for platter
manipulation, and many Turntablism skills rely on the physical
power of this turntable. In recent years they have pushed
instrument manufacturers to produce tools that they desire,
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sometimes resulting in products with truly innovative designs
[15].

So-called “experimental turntablists” have had very little
connection to Hip-Hop music or DJ culture, and are part of the
experimental and improvisational music scene. Similar to how
experimental filmmaker Stan Brackage [2] treated film at its
materialistic level and emphasized its physical quality; these
musicians sonically extract the fundamental characteristics of
the turntable. The recorded sound on the vinyl is merely just
one sound source amongst the other rich sound textures, such as
the hiss and crackle from the damage of the vinyl, the feedback
noise from the pickup needle, and the hum generated by the
motor. These musicians each use a different setup of tools,
combining numerous effect boxes or handmade devices with
the turntable. Improvisation and conscious listening is often
their main concern during a performance. Every sonic event is a
reflection of what the turntablist decides to listen to, whether it
is played from the turntable or something that emerges through
not playing. Listening to the ‘act of listening’ becomes an
important aesthetic for both the performer and audience.

2.2 Technology Hacking

Turntable musicians have hacked and modified their tools to
achieve new artistic expression. Grandmaster Flash
revolutionized the art of DJing when he added a headphone
monitor feature to his DJ mixer. Although the practice of
modifying and hacking has declined with so many products
catered toward the turntablist, some musicians still find it
necessary for means of new expression. Janek Schaeffer [12]
and DJ Peaky have each constructed multi-arm turntables to
play multiple sections off a single vinyl record. Kitundu [7]
builds beautiful hybrid turntable-string instruments.

3. TURNTABLE MUSIC IN THE DIGITAL
ERA

Though many DJs still prefer to play vinyl records, it seems
only a matter of time for better physical interfaces to be
developed and become standardized to shift the majority of the
practice to digital technology. For the non-DJ turntablist,
intuitive tools are scarce and musical experimentation still rely
on clunky samplers and guitar effect pedals for the most part.

3.1 Digital DJing

One of the annoyances for a DJ is the bulkiness and weight of
the vinyl records that one must carry to perform. Tools that can
play more compact media with the same feel as the vinyl on the
turntable was eagerly anticipated. Commercial products such as
Stanton’s Final Scratch [13] and Rane’s Serato [11] accomplish
this through a combination of time-coded vinyl records and de-
coding software running on a host computer. Pioneer’s DVJ-X1
[10] and Technics SL-DZ1200 [9] are digital hardware devices
that simulate the analog turntable. On these devices
conventional turntable gestures can playback and manipulate
sound data stored on multiple media types such as CD, DVD
and flash memory sticks. The primary goal of these products is
to perfectly simulate characteristics of the analog turntable and
vinyl media. This goal is nearly achieved, but it is questionable
whether these products will bring anything more to the practice
than relieving the DJ’s chronic shoulder pain.

3.2 D’Groove and Ms. Pinky

The potential for new expression in digital turntable music lies
in more experimental and open-ended projects. D’Groove [1]
by Timothy Beamish is a prototype for a force feedback
turntable controller. The most novel feature of this project is
that it presents a new possibility to monitor and manipulate
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digital information. Turntablists already intuitively work with
the strong force feedback from the motor. Adding
characteristics of the audio source that is being played to the
motor’s feedback would not only be practical but would also
encourage new improvisational techniques. Ms. Pinky [16] by
Scott Wardle is a combination of a vinyl record with a constant
signal source and a pitch tracking Max/MSP object to read the
change in rotation speed. The strength of this tool is that it can
easily expand the turntable gestures to be used for any
application through the Max/MSP programming environment.
Numerous interactive art projects have used Ms. Pinky as an
input controller for physical output devices or for live video
manipulation.

4. DESIGNING ALTERNATIVE TOOLS
FOR TURNTABLE EXPRESSION

Like any musical instrument, the tactile feel of the turntable is
essential to its performance. The challenge for designing new
tools for the turntablist comes in two-fold: 1) how to translate
useful characteristics and information into the digital domain
without sacrificing the integrity of the instrument, and 2) how
to apply that data in a meaningful way for a musical
performance. The following section will discuss two projects by
the author. Both projects focus on building peripheral hardware
tools to a single Technics turntable and DJ mixer, which are the
primary instruments, and creating software environments that
encourage new performance methods and aesthetics. Physical
Computing [6], C compilers for PIC microcontrollers and
Max/MSP are all relatively high-level and resourceful
development tools that helped achieve the technological tasks.

4.1 Lupa — A Real-Time Sampling

Environment for the Turntable Musician

Lupa is a custom hardware and software toolset that enables the
turntable musician to capture, layer, and manipulate the sounds
that are generated during a live performance. It is a tool to
condense the DJ performance into a shorter span of time,
allowing the DJ to spontaneously compose with fragments of
sounds rather than entire tracks. Prohibiting all physical
interaction and reducing visual interaction between the
musician and laptop computer during the performance became a
prominent guideline for the design and development.

4.1.1. Hardware and Software

The hardware (see figure 1) was designed after two previous
prototypes [8]. An 18F452 PIC microcontroller is used to
translate numerous sensor inputs to MIDI messages. Sounds are
sampled by a foot switch and later transformed by different
modes of the joystick. Large game components are chosen to
match the overall gestural movement of the turntable musician.

Figure 1. Lupa - hardware controller.
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The software (see figure 2) is written in Max/MSP with four
sample banks displaying the waveform, loop point, time
progression and volume. The software not only records sound,
but also can record every physical input applied to the
controller. While the large red button is pushed down, all
parameter changes that take place on each sample bank is
stored. This data is played back as an automated sequence when
the same red button is hit twice.
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Figure 2. Lupa - software interface.

4.1.2. “At Glance” Graphical interface

The graphical interface needed to display data that the hardware
interface could not represent, such as the sample waveform and
time progression of the loop. It was important to design a single
layer layout that was comprehensible at a glance and not engage
too much of the performer’s attention. Text labeling was kept
minimal both to save screen space and to encourage the
performer to learn the layout through practice. The LCD object
in Max is used extensively to create large planes with moving
parameters or for simple on/off indicators.

4.1.3. Anti-presets, anti-automation, anti-

prerecorded samples

Building a system that was coherent to the audience was
another strong motivation for this project. This was a reaction
to the typical laptop musician and performance that was
becoming prominent at the time. As a result, no parameter
presets, automation algorithms, and prerecorded samples can be
used in Lupa. Every sound generation and manipulation must
take place during the performance on stage. Therefore all sound
sources are restricted to what is generated from the turntable
and any automation was merely a recorded sequence of a
physical input that previously happened. The only
predetermined factors are the instrument, the system, and the
records that the turntable musician decides to bring. The
execution completely depends on the skill of the musician and
is often improvised.

4.1.4. Evaluation and future development

Lupa proved to be a successful tool, both as an intuitive
sampling environment for turntable musicians and as a
performance with clear sound relationships for the audience to
understand. The undetermined nature made every performance
unique, but at the same time placed enormous pressure on the
performer. Unless constant attention is paid to multiple sound
events and changes are applied, the sound structure quickly
becomes repetitious and boring. Virtually the turntablist
becomes a one-man marching band where one must question
whether this much effort is contributing or distracting from the
desired musical expression. Successful performances have been
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done with two turntablists, and this direction may be further
considered. The system still requires the performer to look at
the computer monitor for some critical parameters. Another
hardware update is planned with improved visual feedback on
the hardware itself. MIDI is sufficient for simple fader and
switch data transmission, but USB will be chosen to power the
device through the bus and reduce an adaptor that one might
forget to bring to a gig.

4.2 Audile — Semi-Automated DSP Effects

for Turntable Improvisations

Audile is a set of DSP effects controlled by a custom USB
controller. Max/MSP is used to write the signal processing
software and an 18F4550 PIC microcontroller is used to read
the sensory input and transmit the data through the USB HID
class protocol. The purpose was to create a dedicated tool for
the turntable musician to perform with other improvisational
musicians. Turntablists, especially scratch DJs, occupy both
hands during sound generation with little bandwidth to control
signal-processing parameters. Foot switches and expression
pedals are useful interfaces, but are limited by the coordination
of the foot. In order to create an instrument that is controllable
without disrupting the existing performance flow, two
approaches are taken.

4.1.2. Semi-automated parameter shifting

Inspired by the rotation of the turntable, constant movement is
given to the parameters of the signal processing modules in the
program (see figure 3). The movement can be stopped or
modulated through the physical controller interface. This allows
the turntablist to treat the effect module as an autonomous
machine, each with a distinct but constant characteristic to work
with and alter. Turn is a stereo delay module that changes its
parameter based on a rotating dot. The position of the dot
specifies the different delay time in both channels, with the
maximum delay time depending on its rotating diameter. This
diameter is changed through a foot pedal. The rotating
movement can be turned on and off with a switch, and the
speed of rotation and feedback amount are controlled by
potentiometers. A 360-degree potentiometer disc controls the
position of the dot. Ghost is a module that moves a point
between four locations in a random “drunken walk” manner.
Each location is assigned with reverb, delay, and distortion. The
parameters of these effects are changed by the proximity of the
drifting point. The foot switch triggers the drift and a mini
joystick influences the tendency mask on which direction it
moves to.
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Figure 3. Audile - software interface.



Proceedings of the 2006 International Conference on New Interfaces for Musical Expression (NIMEQ6), Paris, France

4.2.2. Extracting gestural information from platter

manipulation

There are several methods one can use to translate the gestural
movements on the turntable to useful data. When a method that
was portable and least intrusive was sought, the Tascam TT-M1
turntable controller (see figure 4) [14] became an ideal interface
to incorporate. TT-M1 is a small device that attaches to the
turntable and reads the rotation speed of the platter. Unlike the
encoded records of Final Scratch or Ms. Pinky that are meant to
play digital files on a computer, this device can read the platter
movement while playing the sound from the vinyl record.
Because this device is intended to be used with designated CD
turntables, some reverse engineering was needed. The TT-M1
works like an optical mouse. An encoder disc attached to a
wheel rotates at the same speed as the turntable sending pulses
through an IR receiver. The firmware on the PIC chip interprets
these pulses and transmits it to the host application. This data is
used to change the amount of reverberation applied to the
incoming sound. Another potentiometer is used to control the
subtlety of this reverberation.

Figure 4. Tascam TT-M1 and Audile hardware interface.

4.2.3. Future development

Audile is still under development. The use of semi-automated
effects and simple physical controllers has minimized the
performer’s attention to the computer monitor and allows more
concentration towards the sound events. However, musical
mapping of the turntablist’s gestures needs to be further
developed. Simply mapping reverberation to platter speed
proved not to be that sonically interesting. Other gestures, such
as fader movement and mouth movement will be explored.
Additionally, Max/MSP does not have an object to receive and
send HID data. Creating such an external object will benefit not
only for this project but for others as well.

5. CONCLUSION

Designing new digital tools not only result in new sound
textures and sound arrangements by means of computation, but
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also bring forth characteristics of existing tools that would
otherwise not be noticed. This process has contributed to my
expression as a turntable musician, forcing me to look deeper
into my musical practice. New open-ended and developmental
tools that are becoming readily available provide another option
for the turntable musician to explore their musical possibilities
and advance the practice to a new level.
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ABSTRACT

This report presents an interface for musical performance called
the spinCycle. spinCycle enables performers to make visual
patterns with brightly colored objects on a spinning turntable
platter that get translated into musical arrangements in real-
time. I will briefly describe the hardware implementation and
the sound generation logic used, as well as provide a historical
background for the project.
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1.INTRODUCTION

The original spinCycle consists of a turntable and video camera
mounted to scan the radius of the platter and connected to a
multimedia computer. Several variations of the interface have
been implemented, each involving different audio content, but
all consisting of the same hardware setup. Translucent
plexiglass disks, with diameters of 2 or 3 inches, and tinted red,
yellow or blue, are used as sound objects that can be arranged
in visual patterns on the platter of the turntable. As the turntable
spins, the video camera acts analogously to the needle and head
cartridge of a traditional turntable, transducing sound from the
colors it senses rather than from vibrations. A visual
representation of what the camera sees is displayed, providing
visual feedback to the audience, informing them of the
correspondence between color and sound.

Figure 1. spinCycle, an early installation prototype
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2.BACKGROUND

Recorded history of efforts to develop a relationship between
color and sound dates back to the ancient Chinese and Persians.
In the West, it was Sir Isaac Newton’s system for mapping color
to tones, laid out in his treatise “Opticks” (1704), that became
the most prevalent scheme for connecting musical notes and
colors. He arbitrarily divided the spectrum of visible light into
seven colors (red, orange, yellow, green, blue, indigo and
violet), and made a connection between their mathematical
relationship to each other and the relationship between the notes
of the musical scale.[1]

There are also many precedents of mapping color to sound in
the design of musical instruments. Father Louis Bertrand
Castel, a Jesuit monk, built an Ocular Harpsichord around 1730
that involved a six-foot frame above a regular harpsichord. A
system of pulleys and rope would lift small curtains on the
frame to reveal candles filtered by colored glass in time with
the playing of the instrument. Each curtain corresponded to a
key on the harpsichord. Development of the color organ
continued, and several inventors have had measured success
with the device. In the late nineteenth century Bainbridge
Bishop outfitted an organ with stained glass windows that were
lit based on the keys pressed, and Alexander Wallace Rimington
requested that the audience wear white to enhance the effect of
the lights projected from his color organ.[2]

Figure 2. Sir Isaac Newton’s Color Wheel (left) and
Bainbridge Bishop’s Color Organ (right)

There is a rich history of performers and composers using
turntables in novel ways to create and perform new
arrangements of prerecorded music. John Cage was one of the
first to use the turntable as an instrument in Imaginary
Landscape No. 1, which called for records to be played on a
variable-speed record player.[3] Nikita Pashenkov also provides
an excellent history of optical turntables in his paper presented
in NIME 2003, where he mentions the Piano Optophonique
created by Vladimir Baranoff-Rossine, which “generated
sounds and projected revolving patterns onto a wall or ceiling
by directing a bright light through a series of revolving painted
glass disks, filters, mirrors and lenses.”[4] Gideon D’Arcangelo
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points out that truly interactive uses of the turntable as an
instrument came in the 1970’s when the advent of hip-hop
coincided with art experiments being done by Christian
Marclay.[5]

More current contributions to the field of optical turntables
includes Jacques Dudon’s Photosonic Instrument,[6] which
involves light shining through optical disks and filter onto a
photocell, and Miyakodub’s Video Turntable, which employs
color detection to trigger sounds, events and other musical
parameters (delay, pan, on/off).[7]

Other recently developed interfaces worth noting that involve
using tangible objects on a surface to arrange and create music
are the reacTable*, developed by the Music Technology Group
at the Universitat Pompeu Fabra[8], and the Music Table from
ATR Media Information Science Laboratories.[9]

3.IMPLEMENTATION
3.1 Hardware

The current prototype consists of a traditional turntable capable
of 16 rpm, white slipmat, firewire web cam on an adjustable
gooseneck mount, small fluorescent lamp with adjustable
mount and multimedia capable computer. The disks are made
of fluorescent tinted plexiglass (red, yellow and blue), which
provide vivid colors to ease color recognition by the computer.

In development at the moment is a custom turntable with a
wider platter and continuously adjustable speed. The new
platter has raised edges to prevent the disks from sliding off
while spinning, which only happens when many are stacked on
top of each other. The web camera is permanently affixed to
the base of the turntable. The new version also provides a knob
to adjust speed of the turntable and a series of buttons that can
be used to select and assign the colors to be sensed. There are
also plans to provide hardware controls that adjust parameters
related to video sensing, such as white balance, focus and
saturation; these parameters are adjusted in a software interface
in the current prototype.

3.2 Software

The application was developed in Max/MSP/Jitter. Basic
functions of the application include video sensing calibration
(white balance, focus, saturation), selection of colors to be
sensed, assignment of desired sound to color, and volume
control for each sound channel.

The original performance prototype was developed for Gideon
D’Arcangelo’s NIME class at ITP in Spring 2005. The theme
for the class was “Tools for the Remix”, and accordingly, the
prototype was designed to use sound coming from one channel
of a two-channel turntable mixer as a source. Samples were
selected on the fly and then remixed with the original record.
The sensing algorithm uses edge detection of the colored disks
to determine when a sound should be triggered, and granular
synthesis is employed to play samples associated to disks
located closer to the center faster than, but at the same pitch as
those closer to the edge. A representation of the image that the
camera sees at any given time is projected on to a screen behind
the performer, which provides the audience with a connection
between the colors and the sounds being emitted, and evokes a
hypnotic synesthetic experience.

The installation prototype has two forms: drum machine and
sine wave generator. The drum machine version has bass drum,
snare and hi-hat color-sound assignment; users arrange drum
patterns in real time and can make interesting syncopated
patterns by shifting the disks slightly as the platter turns.

The sine wave generator installation prototype allows users to
experiment with more colors and sounds by stacking and
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thereby combining the colors to make green, orange and violet.
Each color is hard coded to sine waves at frequencies that make
up a chord to insure harmonious results. The video sensing
algorithm maps the area of a given color to the amplitude of the
corresponding sound, thereby altering the envelope.

Figure 3. spinCycle sine wave generator installation

4.CONCLUSION

Using the turntable as the basis for an interface for musical
expression is not a new idea. The familiarity of the turntable
and its constant circular motion provide a good basis upon
which to build creative devices for sequencing and looping
music. What makes spinCycle distinctive is the simplicity of its
interface that invites novices to arrange music and experiment
effortlessly, but also provides a challenging experience for
performers that can be perfected over time. The synesthetic
nature also makes it well-suited for multimedia installations
intended for children and adults alike, as well as provides a
dazzling visual component for performance.
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ABSTRACT

“Chopping” is a compositional technique used by
many hip-hop producers and other artists working with
audio samples. This technique involves separating a
sample into smaller segments and re-sequencing them
into a new composition. The Chopping Board is a
composition and performance tool designed
specifically for this technique. It is meant to inject
some of the elements of traditional musicianship into
sample—based music.
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1.INTRODUCTION
1.1Background

As a hip-hop producer and DJ, my music is primarily
sample based. My compositions are comprised of small
audio snippets from previously recorded music. This is
a very common practice among producers working in
hip-hop, as well as other forms of music. Chopping a
sample came about because of necessity, and as a
logical progression. In the early 90’s when copyright
laws became strict, hip-hop artists had to devise new
methods in order to avoid legal repercussions. By
chopping a sample, it becomes a lot harder to recognize
and thus a lot harder to prove what the source is. It also
allows for more flexibility in terms of arrangement and
tempo. A looped sample is restricted to the original
tempo and arrangement whereas a chopped sample is
not. Some feel that chopping is a more creative way to
approach to sampling. By re-arranging the sample, the
producer is adding or building on the original. The
original sample is not being used verbatim.

The use of pre-recorded music to create compositions is
a fairly popular technique that spans multiple genres.
The introduction of the Fairlight CMI and other digital
samplers in the early 1980°s made it possible to easily
replicate and manipulate digital samples. Pop groups
like Art of Noise and Malcolm McLaren all used
samples prominently in their music. Hip hop producers
gravitated towards sampling as a logical extension of
their turntable based music. Around the same time,
other artists were doing similar work. Christian
Marclay used records and turntables to make

Permission to make digital or hard copies of all or part of this
work for personal or classroom use is granted without fee
provided that copies are not made or distributed for profit or
commercial advantage and that copies bear this notice and the
full citation on the first page. To copy otherwise, or republish,
to post on servers or to redistribute to lists, requires prior
specific permission and/or a fee.

NIME 06, June 4-8, 2006, Paris, France.

Copyright remains with the author(s).

77

installations and sound collages. The legal
ramifications of sampling have also made it a subject of
discussion. Works like Danger Mouse’s “The Grey
Album” have brought sampling and copyright
infringement to the forefront of pop culture. The
artistic merit of sampling is often debated as well. John
Oswald’s “Plunderphonics” and Gideon D’Arcangelo’s
“Recycling Music” both offer interesting arguments in
favor of sampling and general re-use of music.

1.2Reasons For Sampling

Some may be curious as to what the purpose of going
through this process is when one could simply re-play
the desired sample. Part of the appeal of sampling is
that you can capture the production sound of an era of
recording that no longer exists. Sampling enthusiasts
feel that the music of the 60’s and 70’s “sounds” better
than current recordings due to it’s use of analog
equipment. Many feel that the recordings of this time
have more “warmth” and “grit”. Another appeal of
samples is its use of what I like to call “accidental
sound”. Lets say our source sample is chopped into
four notes, “a”, “b”, “c”, and “d”. It is quite possible
that at the tail end of the “c” sample there is a scream
from a band member, or some other kind of ambient
sound. Every time the “c” is triggered, the scream will
play as well. If it is triggered frequently, the scream
will take on a percussive quality. If the new
composition is at a different tempo, the scream may be
slightly off beat, but it may add a unique swing to the
rhythm. The scream finds it’s way into the composition
by accident. But it will add an element to composition
that would probably not exist otherwise. These
situations arise frequently when working with samples.
Sometimes they can add a great deal to the
composition.

1.3Problems with Sampling

Sometimes, working with samples can feel more
programmatic than musical. A fair amount of editing
and prep work must be done before one can begin
composing. This process can be time-consuming and
cumbersome. It is possible that after all the editing is
done, one might decide that the sample is unsuitable.
This prep work may even prevent certain musical
experimentation. Because the music is made using
some kind of sequencing program, rigidity and
precision are a part of its nature. After it is sequenced,
the piece will never be off beat. To some, this is a
blessing. However, I cannot help but think that hip-
hop and electronic music production could benefit
from some of what I am calling “human factors”. Live
musicians add subtle nuances to music, which can
contribute greatly to a song. Musicians interact with
the music, as well as the people around them. This idea
of the “human element” is part of what makes music
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exciting. Some, if not most of this, gets lost in
electronic music.

2.THE CHOPPING BOARD

The Chopping Board is an interface designed
specifically for composition and performance using
samples. It injects some of the characteristics of
traditional musicianship into sample-based music. The
Chopping Board maps a sample across a space
approximately 18” long called the “editing pad”. The
editing pad is a physical representation of the sample,
the left side being the beginning, the right side being
the end. Wherever the editing pad is triggered, the
sample will begin playback at the equivalent point in
its timeline. The idea is that the user triggers various
points of the sample in a musical fashion, in effect
chopping the sample. There are also controls for
volume, pitch, and sample selection.

One of the reasons that audiences watch and respect
musicians is because they have developed skills that
not all have. I hope that the Chopping Board will
require some of these skills as well. For example, a
guitar player must accurately and quickly position her
fingers in order to play the right notes. With the
Chopping Board, the player must memorize specific
locations and trigger them accurately and quickly as
well. I am hoping that it will parallel traditional
instruments in their need for manual dexterity, timing
and precision.

Figure 1. The Chopping Board

Like traditional instruments, and unlike most sample-
based music, the Chopping Board is played live for the
duration of a performance. The user must be able to
play the part with precision for an extended amount of
time. It is my hope that this will add some of the
“human factors” that I discussed into sample-based
music. Instead of playing back music from a pre-
recorded format, the Chopping Board will allow some
of the elements of the music to be played back live.
This could be more engaging for audiences. It will
allow for more musical improvisation and interaction
as well. The user positions his or her self above the
Chopping Board, much like you would when playing a
vibraphone or a 12-string guitar. The instrument is
played by touching various locations on the editing
pad. The musician’s interaction with the instrument is
completely visible to the audience, allowing them to
see the direct correlation between the musician, the
gesture, the instrument, and the sound. The Chopping
Board is also designed to streamline the technical
process of sample-based composition. The producer no
longer has to edit and prep the sample. As soon as the
sample is loaded, the producer can begin to “chop”.
This will allow composers to work more quickly and
intuitively. It will also allow for more experimentation.
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3.TECHNICAL SPECIFICATIONS

The Chopping Board needs to measure the x-location of
the users hand on the editing pad. Currently it uses a
combination of an infrared sensor and a touch sensor to
do this. The IR sensor is positioned on the right side of
the editing pad. A touch senor spans the length of the
editing pad. When the user touches the pad, the IR
sensor takes a reading of the distance of users hand,
which is directly in its path. This data is sent to a PIC
microcontroller, where it is converted to MIDI data. The
MIDI data is sent to a computer running a MAX/MSP
patch. The audio is played back out of the sound card,
into some kind of speaker or PA system. The MIDI
protocol offers a resolution of 127, which seems fairly
low, but I have not felt limitations in this respect.
However, because of the combination of the IR and
touch sensors, there is some noticeable latency in the
audio playback.
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Figure 2. System layout

The Chopping Board has faders for both volume and
pitch. There is a sample select knob, which sends
commands to the MAX patch about which sample to
load. There is a switch for toggling between
“momentary” and “sustain” playback modes. In
momentary mode, the sample will only play for as long
as the editing pad is pressed. In sustain mode, the
sample will play all the way through after being
trigged. These modes are designed for various
composition techniques. All of the data from these
controls are sent to the PIC, and output as MIDI data.
No audio signals flow through the Chopping Board.

Online documentation and a video demo for the
Chopping Board can be found at:
http://jasonwlee.com/chop.htm.
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ABSTRACT

This paper presents a device implementing a closed tactile loop
for musical interaction, based on a small freely held magnet
which serves as the medium for both input and output. The
component parts as well as an example of its programmable
behaviour are described.
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1. INTRODUCTION

Musical expression needs its own specialized instruments, and
haptic feedback is essential to their development. Both the
promise and necessity of variable force feedback for improving
the expressive potential of electronic musical instruments have
been noted, for instance in [6] and [1], respectively.

Another important notion concerns the fruitfulness of exploring
and exploiting well-developed and readily available general
input devices as musical controllers. This has been stressed in
[7], illustrated by the example of a digitizing tablet. Another
example is the use of force feedback joysticks and mice in [3].

At the same time, an integrated approach to musical instrument
design - as for instance advocated in [5] - can motivate the
conception and construction of controllers specifically intended
for musical use. It is with this in mind that this paper presents a
small but complete platform for investigating touch as a shared
medium between performer and instrument.

2. THE DEVICE
2.1 Sensing

The device is operated by a small, handheld permanent magnet
(Figure 1). The proximity of this magnet to the device surface is
used as input: an LDR (light-dependent resistor) measures the
gradual blocking of environment light caused by changes in its
distance.

The LDR circuit's measurements are converted to digital input
using a MIDI-based solution (developed at the Royal
Conservatory of The Hague) giving a resolution of 7 bits at a
sampling rate of approximately 100 Hz. This input is read out
for further processing by a Max/MSP patch running on a
suitable host computer.
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Figure 1. The device during use.

In order to transparently adapt to a wide range of lighting
situations, only the range of values actually coming in is used:
calibration is performed simply by doing a full movement
towards the sensor after switching on. The resolution is further
decreased by an additional detection threshold of 5%, to avoid
slow fluctuations in environment light (for instance, passing
clouds) being detected as an object closing in. A low-sensitivity
backup input has been added for situations where the 50 Hz.
flickering of light bulbs cannot be avoided.

After these and various other improvements, the sensor
achieves an effective resolution of 105 steps in good lighting
conditions (daylight or stable electrical light). This over a
typical distance range of 0 - 4 cm. straight above the sensor;
where the maximum distance can vary depending on the angle
of incoming environment light.

2.2 Force feedback

The sensor is mounted directly onto an electromagnet, which is
used to apply a variable force to the freely held permanent
magnet. This force is invisible in the sense that it is transferred
through air without the use of moving mechanical parts. In this,
the use of electromagnetism here differs from the approach
in [2].

The electromagnet was taken from an RXABO10 electro-
mechanical relay and is used with a maximum current of 2 A. It
is capable of generating a rejecting force sufficient to make
single-handedly touching it with the permanent magnet nearly
impossible; fluctuations in this force can be perceived in a
range of 0 - 10 cm. above the coil. (Consequently, the
playability range of the device is determined by its sensing
range, which is smaller.) The electromagnet is capable of
attraction as well as rejection, without the need for current
reversal: when current is low, magnetization of its core by the
nearby permanent magnet generates an attracting force.
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Figure 2. An example behaviour for controlling percussive
sound. (Time increases towards the right, 100 samples/sec.)

The same MIDI device mentioned before controls the circuitry
of the electromagnet. Here a fixed calibration has been used for
digital output, resulting in 26 steps of resolution between
maximal attraction and maximal rejection, at a sampling rate of
200 Hz. In order to be able to use Max/MSP's powerful
facilities for generating complex signals, the output object for
controlling the electromagnet takes an arbitrary audio-rate
signal as input. There is no filtering or averaging stage before
downsampling in order to allow for the generation of sharp
block pulses.

3. EXAMPLE OF PROGRAMMABLE
BEHAVIOUR

Besides handling the input and output for the sensor/actuator,
the Max/MSP patch also generates sound. In one implemented
example behaviour, passing a certain proximity threshold with
the handheld magnet triggers synthesis of a low percussive
sound. Simultaneously, a maximal rejecting force is activated,
heavily modulated by a gradually decreasing triangular wave
oscillating between rejection and attraction. When making a
percussive movement towards the device, this creates a sense of
touching a surface and causing a reverberation, which gradually
dies away with the sound it produces.

Figure 2 shows the simultaneous tactile input and output of the
system during such a percussive movement. The spikes in the
actuator output can be seen reflected in the proximity input.
(These and other example behaviours were successfully tried
out by the visitors of an exhibition featuring the device.)
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4. CONCLUSION AND FUTURE WORK

This paper has presented the implementation of a closed tactile
loop for musical interaction, based on a freely held permanent
magnet in combination with a fixed electromagnet. Work is
under way to improve the technology underlying the device,
especially the quality of its I/O. Also in progress is the
implementation of more subtle tactile hints. Future work
includes the integration of tactile behaviour with different
mapping strategies [4] in order to achieve increasingly engaging
control; as well as a more general goal of investigating more
and more refined interaction techniques.
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ABSTRACT

The PETECUBE project consists of a series of musical
interfaces designed to explore multi-modal feedback. This
paper will briefly describe the definition of multimodal
feedback, the aim of the project, the development of the first
PETECUBE and proposed further work.
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1. INTRODUCTION

A multimodal system can be defined as a system that “supports
communication with the user through different modalities such
as voice, gesture and typing.” [1]. The ‘mode’ term of
multimodality can be used to refer to both mode and modality.
Mode refers to “a state that determines the way information is
interpreted to extract or convey meaning” [1] whereas modality
refers to “the type of communication channel used to convey or
acquire information.”[1]. ‘Feedback’ can be defined as “the
return of part of the output of an electronic circuit, device, or
mechanical system to its input, so modifying its characteristics”
[2]. Hence, a multimodal feedback interface can be defined as
an interface with multiple communication channels that returns
a portion of its output to the input of the system. The output of
the system in the case of an instrument is the sound produced,
and the input can be seen as the user playing the instrument.

Many instruments have been developed that use various forms
of feedback, however it is felt by the author that the instruments
are normally biased towards one of the particular senses and
that other sensory feedback is somewhat neglected. The aim of
this project is to create a series of instruments in which all
forms of feedback are equally considered, and more importantly
are used together in a coherent whole. Of the five Aristotelian
senses (sight, hearing, touch, smell and taste), it has been
decided to concentrate upon the three that are most pertinent to
playing a musical instrument; sight, hearing and touch. All
musical instruments already incorporate passive feedback of all
of these senses (i.e. you can see, hear and feel a piano or
guitar). However, the interest of this project is in active
feedback, so that the designer of the instrument can specify how
an instrument will react within each of those modalities.

Successful research that explores this area is the PHASE project
[3]. The PHASE group have implemented a multimodal
installation that offers haptic, visual and audio feedback
operating on a model of a turntable like device with both a
‘writing’ and a ‘playing’ head. The PETECUBE project differs
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from this in several key ways. Firstly, the PETECUBE aims to
embody the multimodal feedback within a single object.
Secondly, the PETECUBE is designed for live performance, not
an installation, so the size and complexity of the setup is
restricted by the need for portability. Thirdly, and most
importantly, the PETECUBE 1is designed as part of a series in
which each cube is limited in its modalities, and as such,
individual cubes should not be considered complete
instruments, but as investigations into particular combinations
of sensory feedback.

2. DESIGN

To impose some limits on the design of the interface, it has
been decided to limit the physical form to the shape of a cube
(see figure 1). Although arbitrarily chosen, the cube was found
to be a useful design; it is an ideal shape on which to mount
sensors and actuators, a 2D representation of a cube is easily
seen as a 3D cube (figure 3), it is a robust shape ideal for rough
handling and it is easily grasped by the hand (figure 4). Another
consideration is that a cube is not an imitation of a conventional
instrument, so that users should approach it without any
preconceptions on how to play it.

Figure 1. A Prototype PETECUBE.

The system diagram below (figure 2) shows how the
PETECUBE is organised. The three levels depict the user
interface level at the top, the hardware level in the middle, and
the software level at the bottom. At the top level the user can
manipulate the PETECUBE whilst also receiving three forms of
sensory feedback; vibration from the cube, sound from the
speakers and visualization from a monitor or projection. The
middle level consists of hardware to communicate between the
user interface level and the software level. The bottom level
consists of three separate software programs to handle each of
the feedback modalities.
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Figure 2. System Diagram.

It was decided to break up the software level in this manner to
create a modular system. Communication between the programs
is achieved using Open Sound Control [4] over a network.
There are two main benefits to this approach. Firstly, the
programs can be created in different languages depending on
the requirements, and secondly the programs can be run on
separate computers to avoid slowing down the response of the
feedback.

2.1 Haptic Design

The role of haptic feedback is to allow the player to feel the
result of their playing. An example of this in a traditional
instrument would be feeling the skin of a drum vibrating after it
has been struck. Benefits of incorporating haptic feedback in an
interface include improving the players accuracy [5], and
allowing the user to have less reliance on visual and audio
feedback.

Haptic feedback can be achieved most simply with vibration,
such as using a motor with an off-balance weight attached. This
is the method employed in many games controllers and mobile
phones. Although simplistic, the vibration motor has been
deemed a good starting point before exploring more advanced
methods such as force-feedback.

2.2 Audio Design

The problem with designing an electronic instrument is that any
sound imaginable can be potentially used, thus giving an
overwhelming choice to the designer. One way to simplify the
problem is to divide the generation method of electronic sounds
into sampled and synthesised. Sampled sounds allow the user to
play any sound they like, thus making the instrument more
versatile, whereas synthesized sound has the potential for
greater expressivity but a more limited range of sounds. It has
been decided to use sampled sounds to start with, so that the
cubes can be used in a variety of musical situations. However,
when wider varieties of PETECUBE’s have been produced,
investigation into synthesized sound, especially physical
modeling synthesis, will be made.

The audio module is important because it acts as the central
model of the system. The model holds the instruments current
state, which is continuously updated from the output of the
PETECUBE’s sensors. In the case of using sampled sounds, the
parameter being updated is the position of the tape-head within
each sample. When the audio model has been updated, the state
is then translated into the different output modalities to be fed-
back to the user.
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2.3 Visual Design

The visual design of traditional non-electronic instruments is
generally directed by the mechanical constraints presented
when building the instrument, without these constraints it is
problematic in deciding how to visualize the virtual instrument.
To narrow the design possibilities it has been decided to
represent the virtual cube in a relatively realistic manner, so that
it is easy to see the link between the virtual cube and the real
cube. This virtual cube can then be visually augmented in a
manner that would be impossible with a real cube. This
augmentation currently takes the form of sound samples being
projected perpendicularly from the six faces of the cube, so that
the user can see the sample that is being played.

A particular importance of visual feedback is not only in
informing the user, but also in displaying the instrument to an
audience. Ideally, the visual depiction is clear enough so that
the audience can gather what is going on, but at the same time
dynamic and exciting enough so that they don’t lose interest.

An addition to the visualization of the instrument is anaglyphic
3D-glasses. This allows users (and the audience) to see the
virtual cube as three-dimensional. Using anaglyphic 3D glasses
is just a temporary stage though, as ultimately the visualization
should be located on the cube using augmented reality
techniques.

3. PROTOTYPE

A fully functional prototype has been made, as outlined below.

3.1 Prototype Hardware

The prototype uses six light-dependent resistors (LDR’s) to
sense the users movement. To optimise their sensitivity, LDR’s
on opposite faces are linked together in a half-bridge, so that the
signal generated is the difference between the two sensors
readings, rather than the absolute value from each sensor. This
has the advantage of negating the ambient light conditions,
allowing the cube to be used in nearly all lighting conditions. A
less obvious advantage is that by arranging the sensors in the
half-bridge, the six sensor outputs are reduced to three, using
less ports of the USB i/o.

The i/o hardware is the National Instruments USB-6008. This
was chosen because it offers 8 analog inputs, 2 analog outputs
and 12 assignable digital i/o lines, potentially allowing two
PETECUBE’s to be run simultaneously. Another advantage is
the scalability when using its device independent C++ library,
as a device with more i/o lines, or a higher sampling rate could
be used at a later date, with minimal change in the code.

To provide the vibration, two motors with unbalanced loads
were appropriated from a Playstation dual-shock controller.
Because the loads have different weights, varying intensities of
vibration can be achieved. Both motors are placed in the centre
of the PETECUBE and secured firmly.

3.2 Software Design

The software is broken up into the three modules of haptics,
audio and visualisation as outlined above. The three modules
use Open Sound Control [4] to communicate over a network
connection, allowing the flexibility of running the programs on
separate computers if needed. The use of this is not only to
spread the processing load, but can be used in a performance
where one laptop could be positioned on stage connected to the
USB i/o whilst a second laptop could be positioned at the back
of the room and plugged into the mixing desk and projector. In
this situation, a wireless network can be used to avoid the use of
long cables.
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The haptic module’s main task is to connect with the USB i/o
and to map incoming OSC to voltages out, and incoming
voltages to OSC out. It also scales the data, so that the OSC
messages are kept within a universal range. The current method
of generating the haptic output is to map the amplitude of the
sound to the amplitude of the vibration. Although crude, this
gives a relatively coherent experience. Currently, both motors
are used in the same manner, although improvements are to be
made so that the two different intensities of motor are used to
greater effect.

The audio module has the central task of not only generating
sound, but also to send information on the audio models current
state to the haptic and visualisation modules. Currently the
audio module is being prototyped in Max/MSP [6], although it
is planned to use the Synthesis Tool Kit [7] in C++ for further
work. The sound model currently used is a simple one-second
long sound file (selected by the user) that can be scrubbed back
and forth by the input from the cube. As there is a sample on
each side of the cube, six samples can be loaded at any one
time. As the playback position within each sample is changed, a
ramp is generated between the old and new position to ensure a
relatively smooth transition. Because this ramp time is fixed, it
becomes possible to control the speed (hence pitch) of the
sample by scrubbing faster or slower.

Figure 3. Functioning Prototype Visualisation.

The visualisation module is written in C++ using OpenGL [8].
An anaglyphic library [9] is used to display the model in three
dimensions, suitable to be seen with red/cyan glasses (see figure
3 above). The model is designed in a 3D modeling package and
then imported into the visualisation module so that an accurate
representation is used. To display the waveforms that protrude
from the surfaces of the cube it was decided to use a
dynamically updating approach. This avoids having to send the
entire waveform from the audio module to the visualisation
module. To achieve this it is necessary for the audio module to
send not only the current position of the ‘tape-head’ in the
sample but also the amplitude of the wave at this point. This
allows the visualisation module to build up an image of the
waveform after a couple of sweeps of the ‘tape-head’. This has
two distinct advantages. Firstly, because only the position and
amplitude are being sent there is only minimal increase in
network traffic, as compared to the alternative of sending a
whole waveform over the network. Secondly, because it is a
real-time update, if the sample is changed in the audio module,
the visualisation will update to reflect this.

3.3 Results

Informal testing has given positive results, especially in the way
that people use the visual feedback to determine more
accurately what they are playing. The only confusion seems to
be in the slight rotation of the virtual cube that accompanies the
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movement of the play-heads. This misleads people to think that
the rotation of the real cube controls rotation of the virtual cube.
To remedy this the rotation can be removed, then reinstated
when some form of rotational tracking is added to the cube.

The hand-held cube design has been beneficial, as people are
not as intimidated as they may be if presented with a traditional
instrument. This has proven useful in a gallery situation, where
the cubes’ design needs to invite people to pick them up and
interact with them.

It has been found that the sample-scrubbing model works well
for abstract sounds and expression, however it proves to be not
particularly suitable for more controlled or measured
performance, especially if a pitched sound is required.
Rhythmic sounds can be convincingly used, and the gestures
involved in rapidly moving towards and away from the cube are
a successful method of playing the PETECUBE. Another
method of playing that has been found is using a strong uni-
directional light-source (such as a desk-lamp) and rotating the
cube without deliberately covering the LDR’s with the hand.
This allows rotational gestures to be used for easily repeatable
sound generation. For finer control of samples, a method of
cupping the hands over opposing faces of the cube, and using
the palms to block out light allows subtle movements to be
captured.

A current problem lies in the haptic feedback. The mapping
between the audio model and the two motors is underdeveloped
compared to the audio and visual feedback, resulting in slight
incoherency between the sound and the vibrations. Although
the mapping is being developed further, it is felt by the author
that a more sophisticated haptic system needs to be explored in
future PETECUBE’s to catch up with the development of the
audio and visual feedback.

4. FURTHER WORK

Now that the basic system is set up and functional, it is possible
to continue research into further variations of PETECUBE (for
current progress see [10]). The aim is to create a series of cubes,
each with different combinations of sensors, actuators and
control models, which can be used as the basis for investigation
into feedback in musical interfaces. Examples of potential
cubes are listed below:

- Record-Cube. A cube that can record and play back data
from all of its active modalities. Can this be used with a
series of cubes for a form of multimodal sequencing?

- Twist-Cubes. Two cubes joined by a motor and encoder.
This would allow more advanced force feedback in a
rotational manner.

- Shock-Cube. Can unpleasant feedback (such as electric
shocks) be used in a multi-modal interface?

- Tele-Cube. Cubes that are connected at a distance over a
network (or the internet). Is directing feedback from one
cube to another remote cube useful in collaborative music
making? Can feedback from two remote cubes be
simultaneously displayed in a single cube?

- Tracking-Cube. The use of an inertial or gyroscopic
tracking system would allow the visualisation to accurately
follow the movement of the cubes, while also adding an
extra input modality.

- Push-Pull-Cubes. Two cubes connected by a linear damper
(such as a Magneto-Rheological Fluid Damper). This
would allow the user to use the cubes in an accordion-like
manner, with controllable linear damping. Effects could be
explored such as making it harder to ‘push’ through a
louder sample.
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Another aspect to be explored in further work is the
embodiment of all the feedback modalities within the cube. The
haptic feedback is already localised within the cube, however
the audio and visual modalities rely upon speakers and monitors
respectively. The audio speakers are likely to be the easiest to
locate within the cube, whereas the visual augmentation will
require advanced Augmented Reality techniques.

Other intended further work will involve standardising the OSC
message system so that the software modules will become
interchangeable. This will then lead to creating templates for
each module in various languages (C++, Java, MaxMSP) so
that it is a straightforward task for other people to develop their
own modules. Due to the relatively cheap parts and very simple
design, it is then hoped that people will experiment with
building their own PETECUBE to accelerate the research in
multimodal feedback.

Figure 4. The PETECUBE in use.

5. CONCLUSION

This paper has discussed the definition of a multimodal
feedback interface, discussed design concerns in its realisation,
given an account of the current state of the PETECUBE, and
outlined possible further work. As the project progresses, it is
hoped that the PETECUBE will become the basis for many
experiments into multimodal-feedback instruments.
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ABSTRACT

This paper presents a novel digital musical instrument us-
ing an interface constructed from a large spring that offers
natural kinesthetic feedback through its inherent stiffness.
The design of the first prototype is described and discussed
in relation to the notion of effort in musical performance.
Audio feedback and distortion are introduced as a possible
way to extend the musical limits of the simple interface.

Keywords
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1. INTRODUCTION

The concept of effort in musical performance is often
referred to in the context of digital musical instrument
(DMI) design. Tanaka, for example, observes that sensor-
based instruments often lack the sophisticated inherent
feedback feature that demands physical effort in manip-
ulation [14], and asserts that this difference holds back
the enjoyment and acceptance of DMIs. Furthermore, al-
though the design of these allows for a reduction in re-
quired performer effort, many consider that without this
effort an instrument cannot be performed expressively [12,
10].

The G-Spring design is inspired by this notion of effort.
Using a physical interface with inherent kinesthetic feed-
back, it may be possible to create a DMI that feels more
like a traditional acoustic instrument, which may in re-
turn open doors to higher expressivity for the performer
[2]. The instrument — despite its digital nature — will hope-
fully appeal more to the performer and audience as a re-
sponse to the feedback manifested through the performer
effort [14].

In [16], Wessel and Wright discuss the “low entry fee
with no ceiling on virtuosity” design approach. They men-
tion that traditional acoustic instruments are typically not
easy to learn, but provide for a high degree of musicality.
When talking about the simplicity of some DMI interfaces,
they point out that one quickly surpass the interface by
discovering its limits, which highly contrasts with tradi-
tional instruments.
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Along the same lines, a way to reach a balance between
an easy-to-use interface and continuous musical evolution
is explored with the G-Spring. It is an attempt to design
an instrument with a simple interface that produces sound
easily, but afford musical complexity through additional
and more refined controls. Through practice, these qual-
ities can be used by a performer to create unique sounds
and push the musical limits of the basic instrument.

The remainder of this paper describes the design of the
G-Spring, shown in Figure 1, and explains how effort is
introduced by the choice of material as well as how possi-
bilities for continuous musical evolution are investigated
through the use of performer-controlled audio feedback
and built-in distortion. The controller design is briefly
evaluated and discussed in regards to the notion of effort.
Finally, some directions for future work are outlined.

Figure 1: The G-Spring controller.

2. RELATED WORK

The G-Spring is superficially similar to the Sonic Ba-
nana [13]. Both controllers measure bending and map it
to numerous sound synthesis parameters. In the Sonic Ba-
nana, four bend sensors are fixed linearly inside a flexible
rubber tube to measure its bending. The interface differs
in that little physical force is required by the performer to
bend the Sonic Banana due to its high flexibility, whereas
the G-Spring was designed with effort and kinesthetic feed-
back in mind.

Harmonic Driving, a controller part of the Brain Opera,
is an interface that does provide kinesthetic feedback to
the user. It uses a large open-coil spring as an interface
for musical steering tasks, using capacitive sensing to de-
termine the relative displacement between two adjacent
coils [11].

Past DMI designs that use light-sensing include the Pho-
tosonic Disk [1], the Circular Optical Object Locator [7],
and the Light Pipes [17].
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3. DESIGN

3.1 Physical Interface

The G-Spring interface is meant to be bent and thus, in
order to provide decent kinesthetic feedback, the material
used for its construction needed to be fairly deformable
while requiring a reasonable force to be bent. Further-
more, it had to return automatically to its equilibrium
position when pressure is released from it. Although some
rubber substances might have been suitable, it was judged
that the simplest solution was to use a bendable spring.

The spring used, which is shown in Figure 1, is a large
and heavy close-coil extension spring commonly found in
garage door mechanisms. It measures 63.5 cm unstrained,
has a diameter of 3.5 cm, and weighs 1.85kg, which makes
it particularly comfortable when held in average-sized
hands. Its stiffness and flexibility are moderate in that
it can be bent such that both extremities touch each other
without demanding excessive force.

A spring door stop was fixed at one of the extremities
of the spring, but perpendicular to it (Figure 1, bottom).
The door stop is meant to bend towards the center of the
large spring.

3.2 Sensing Methods

Although bend sensors might initially seem like a more
logical choice to measure the bending of the large spring,
this approach is more problematic than useful. The spring
coils are very compact and will quickly crush anything in-
serted in between them, which makes it particularly hard
to fix sensors on the spring without destroying them. The
radius of curvature of the spring (when bent) is quite large
due to its dimensions and close-coil characteristic. A last
observation to be made is that in order to allow free bend-
ing of the spring, attached sensors must be flexible in all
directions. These requirements make standard bend sen-
sors less than ideal. The density of the coils also prevents
the use of capacitive sensing as in the Harmonic Driving
controller?.

In practice, bending the spring causes slight gaps to form
between adjacent coils, allowing ambient light to enter the
interior of the spring. Thus, a light-dependent resistor
(LDR) was found more suitable and durable to measure
the bending of the large spring, since the sensor and wiring
do not actually need to be in contact with it. Fixed in-
side the spring (Figure 2, top), and positioned a little off-
center to align with its most comfortable flexion point, the
LDR provides an inexpensive way to determine the bend-
ing without restraining it.

In order to provide additional control on the sound syn-
thesis, a force-sensitive resistor (FSR) was placed near one
end of the spring. Electrical tape was used as an insulating
layer to protect the external sensor from being damaged
by the spring coils when it bends (Figure 2, middle).

A bend sensor was fixed against the spring door
stop at the opposite end of the spring. It was fixed
this way (Figure 2, bottom) to get a more accurate
measurement of its bending by reducing the radius of cur-
vature. Introducing this angle in the bend sensor causes
a wider range of resistances from the sensor, thus dif-
ferentiating small variations in the bending more easily [6].

'In the Harmonic Driving, the spring coils were distant
from each other.
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Figure 2: Sensors used in the G-Spring controller.
Top: LDR inside the spring. Middle: FSR taped
near one end of the spring. Bottom: Bend sensor
fixed against a door stop at the other end of the
spring.

3.3 Interface-Computer Communication

The communication with the computer is performed
through USB, using a homemade AVR-HID device offering
six analog input channels [9]. The AVR-HID is inexpensive
and transforms the controller into a plug-and-play system
that works on several systems including Windows, Mac
OS X, and Linux.

3.4 Synthesis

The sound synthesis was implemented in Max/MSP and
uses a source-filter model. The source is a bandlimited
pulse wave rendered at low frequency (60Hz), which is fed
into a bandpass filter with controllable center frequency,
input amplitude and quality factor®>. The resulting signal
is processed by a comb filter, whose delay length, feedback
coefficients, and feedforward coefficients are modulated.

2Quality factor is defined as the center frequency of the
filter divided by its bandwidth.
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3.5 Mapping

The output of the LDR is mapped to the center fre-
quency of the filter. The center frequency is increased as
more light hits the resistor. The control signal is mapped
exponentially, which allows for a finer control over the
lower frequencies and a coarser control of the higher fre-
quencies®. The LDR signal is also mapped linearly to the
quality factor of the filter.

A one-to-many mapping is used for the FSR [8]. The
sensor output is mapped exponentially to the bandpass
filter input gain and fed into a 2-second ramp, which allows
for very smooth and continuous control of the sound. The
global output gain of the synthesizer is also controlled by
comparing the FSR value against a threshold level to cut
off the sound as soon as the pressure is released.

The bend sensor is used to control the parameters of the
comb filter. First, it controls the modulation frequency of
the varying delay line length. It also controls the feedback
and feedforward coefficients, which are modulated as well.
In addition, a cutoff value is used to determine whether or
not the door stop is being bent.

4. MANIPULATION

With the sensors in their current positions, the instru-
ment can be manipulated with each hand holding one ex-
tremity of the spring. Bending the spring changes the
range of frequencies that are let through by the bandpass
filter. In general, the more the spring is bent, the higher
the frequency range becomes, since more light reaches the
LDR. The sound level is controlled by applying pressure
on the FSR with the thumb of one hand. The higher the
pressure is, the louder it is. The comb filter parameters
are modified with the index of the other hand by bending
the door stop towards the center of the spring.

It is perhaps more comfortable to stabilize one end on
a stationary surface, since it makes it easier to smoothly
bend the spring and helps counter its stiffness. Also, by
fixing one end of the spring to a solid, stationary surface or
stand, it could be bent more easily in any direction using
both hands. This would also free the hands to directly
modulate the amount of light detected by the LDR, by
waving or placing them over the flexion point.

5. RESULTS AND DISCUSSION

5.1 Design Evaluation

The substantial weight of the spring enhances the over-
all feel of the controller: the performer has the impression
of holding a tangible and robust instrument. The spring
stiffness, however, makes it uncomfortable when manip-
ulated over an extended period of time, since it requires
that force be constantly applied on it in order to maintain
a bent position. This also prevents any further addition
of finger controls due to human biomechanics limitations.
Thus, an instrument requiring a constant physical effort
by the performer may not necessarily be desirable. In the
G-Spring’s case, a different mapping strategy, in which the
bending of the spring controls some modulation, could be
potentially more suitable.

The LDR works well at measuring the spring bending,
although using only one LDR does not provide accurate
measurements since the amount of light that reaches the
sensor is not necessarily proportional to the bending. For

3Note that the instrument was originally intended to focus
on low frequencies.
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example, if a part of the spring distant from the sensor is
bent, or if the sensor is pointed away from the coil gaps,
less light will illuminate the sensor.

The bend sensor provides a very fine control that is ideal
for feedback parameters. The use of a cutoff value greatly
enhances the capabilities of the instrument, allowing the
performer to keep a certain set of feedback parameters
during a performance by simply releasing the pressure on
the door stop, which effectively stops modulation.

The ramp applied to the FSR control signal was judged
to be the most successful mapping strategy of the instru-
ment as it provides a very smooth and continuous control
over the sound level and makes the instrument easier to
play. Moreover, the cutoff applied to the output signal
allows for the sound to shut off as soon as the pressure is
completely released from the FSR, which is a very impor-
tant feature to have in a musical system [16].

5.2 Continuous Musical Evolution

Even though the G-Spring interface is simple and of-
fers few degrees of freedom, this does not necessarily
mean the instrument can be mastered in a few minutes,
or that it is sonically limited. The performer-controlled
audio feedback allows the creation of a fairly wide spec-
trum of sounds, generated through precise manipulations
of the instrument. By simultaneously modifying the cen-
ter frequency of the bandpass filter (spring bending) and
the feedback parameters (door stop bending), numerous
sounds are possible. Furthermore, while applying a con-
stant force on the spring, adequate control of the feedback
parameters is challenging and requires practice before ex-
pert results can be created.

The calculation of the quality factor of the filter intro-
duces distortion at certain frequencies. When sweeping
the frequency range of the filter, the sound level varies
from a moderate level at low frequencies, to a high level
near 500Hz and then decreases to a very low level at high
frequencies. This occurs due to the varying bandwidth
of the filter. The distortion created in the mid-range fre-
quencies acts as an additional parameter that can be used
by the performer through control of the center frequency
and amplitude of the bandpass filter. This can be fur-
ther refined by simultaneously playing with the feedback
parameters.

This suggests that the sonic possibilities of DMIs can be
extended through clever synthesis and mapping strategies
even though the controller interface is rather simple. In
the G-Spring, the feedback and distortion definitely pro-
vide some complexity to the sound output. Unfortunately,
not enough time was spent experimenting with these two
parameters to clearly determine whether they really pro-
vide a way for continuous musical evolution, but it remains
nonetheless an idea worth investigating.

5.3 Performance

Some subjects, mostly non-musicians, were asked to
watch a short video! of a performance involving the G-
Spring controller, without having encountered the instru-
ment before. An interesting comment was made by the
subjects regarding the lack of movement during the per-
formance, saying that they felt less engaged by it. Conse-
quently, what these subjects expressed was that the ampli-
tude of the motion induced by the instrumental gestures,
as defined in [3], was minimal and sometimes left the lis-

4 Available on the project website:
http://www.music.mcgill.ca/ lebel/gspring/
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tener/viewer without clear visual cues as to whether or
not the performer was really involved in the sound modi-
fication process. Due to the inherent kinesthetic feedback
of the spring and the mapping strategies implemented,
mostly continuous, very precise and low-amplitude move-
ments are used to modify the sound parameters. In other
words, when bending the spring, a force needs to be con-
stantly maintained, which limits the apparent motion of
the performer. This suggests that although effort may help
convey visual cues, the apparent motion of the performer’s
instrumental gestures also plays an important role in the
understanding and appreciation of the instrument and the
performance by the audience [5].

People who tried the instrument enjoyed the fact that
it produces sound instantly, which supports the “Instant
music, subtlety later” principle stated by Cook in [4]. The
sound modification controls are also easily grasped due to
the visualization of the filter parameters through a graphi-
cal filter object in Max/MSP. This suggests that the design
of DMI interfaces do not necessarily need to be extremely
simple, but rather can be used with visualization to ease
the learning curve of the performer. Once a good intuition
of the controller is gained, the instrument could then be
used without visualization.

6. FUTURE WORK

Since increasing the ease-of-use of DMI interfaces is not
necessarily desired by performers [10], and visual feedback
seems to make the instrument control more intuitive, it
would be interesting to investigate the use of control pa-
rameter visualization with complex interfaces. Also, a
more in-depth and quantified study of kinesthetic feed-
back in regards to the ergonomics of interfaces would be
useful to better integrate the notion of effort in the design
stage of DMIs.

7. CONCLUSION

A new digital musical instrument was presented featur-
ing inherent kinesthetic feedback, which requires physical
effort by the performer to be played. The interface is intu-
itive, thanks to the visualization of the control parameters,
while allowing for more complex and subtle modifications
of the sound through user-controlled audio feedback and
built-in distortion. Observations were made in regards to
the importance of visual feedback for both the audience
and the performer.
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ABSTRACT

The Orbophone is a new interface that radiates rather than
projects sound and image. It provides a cohesive platform
for audio and visual presentation in situations where both
media are transmitted from the same location and
localization in both media is perceptually correlated. This
paper discusses the advantages of radiation over
conventional sound and image projection for certain kinds
of interactive public multimedia exhibits and describes the
artistic motivation for its development against a historical
backdrop of sound systems used in public spaces. One
exhibit using the Orbophone is described in detail together
with description and critique of the prototype, discussing
aspects of its design and construction. The paper concludes
with an outline of the Orbophone version 2.

Keywords

Immersive Sound; Multi-channel Sound; Loud-speaker
Array; Multimedia; Streaming Media; Real-Time Media
Performance; Sound Installation.

1. INTRODUCTION

The concept was devised and realised by Damien Lock for a
collaborative exhibit titled Shades Of Light presented at the
“Don’t let sleeping androids lie” exhibition, Sculpture
Square, 155 Middle Road, Singapore, from June 9th to
August 28th 2005, as part of the Singapore Arts Festival
2005. The work presents a selection of readings from Alvin
Pang’s poetry collection entitled “City of Rain” [16]. These
are read by different people to document interpretations that
represent a collective response to the text. Themes in the text
are developed through accompanying animated images,
video, and soundtrack. These elements were sequenced
algorithmically in realtime.

1.1 Orbophone - radiation versus

projection

Sound radiation refers to a loudspeaker array in which sound
emanates from a speaker source or speaker sources
positioned in a central location in a room. It differs from
standard forms of sound spatialisation where loudspeakers
project from the periphery of a room to create an illusion of
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space. With sound radiation each speaker source within the
array emanates from a discrete physical location, in much the
same way an acoustic sound radiates from a discrete source.
The position of the array within the room determines the
overall mix of direct, reflected and reverberant sound
experienced by a listener.

Sound radiation offers advantages over the standard
cinematic approach to sound spatialisation where surround
speaker arrays create an artificial soundfield that surrounds
the audience [9]. An artificial soundfield requires careful
calibration and control of the acoustics in the room it
occupies, and its optimum reception is limited to a region in
the center of the speaker array [8]. With sound radiation the
speaker array positions sound sources in a centralised
location allowing the sound to take on the acoustic
characteristics of the room.

Surround speaker arrays operate independently of the
screen image, posing limitations on sound spatialisation
gestures. Radiating both sound and image from a three
dimensional object provides a more unified relationship
between the two mediums that naturally interacts with the
architectural space the system occupies.

1.2 Sound radiation — historical perspective
Instrument designers have long been producing instruments
which either acoustically or electronically radiate amplified
sound via speakers which form part of the instrument’s
body. Luigi Russolo’s Intonorumori (noise intoners)
constructed between 1913 and 1921 [5] were each fitted with
a large metal speaker for this purpose. Performances in the
1920’s by Leon Theremin’s early electronic musical
instrument ensemble [11] is perhaps one of the earliest
examples of loudspeakers used for performing music.
However, experimental four channel performances by Pierre
Schaeffer in the Théatre de I’Empire in Paris in 1951
signaled the arrival of the use of speaker arrays for spatial
sound projection. Whereas Theremin’s instruments were
each limited to a single speaker, Schaeffer panned signals
between the 4 speaker channel. In 1958, Edgar Varese and
lannis Xenakis performed pieces composed for a 425-
speaker array installed in the Philips Pavilion at the
Brussels Exposition. The first large scale spherical
arrangement of speakers was premiered in 1970 at Osaka
World’s Fair - an arrangement comprising of 50 speakers
designed for the performance of Stockhausen works. The
Japanese Steel Pavilion in the same year presented Xenakis’
Hibiki-hana-ma used “800 speakers situated around the
audience, overhead and under the seats” [21]. The first
permanent installation for acousmatic works was the
Gmebaphone’ of the Groupe de Musique Expérimentale de
Bourges in 1973 [4].
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In musical performances, when a performer’s instrument
is amplified and projected via a soundfield, the sound
becomes physically dislocated from the performer. This has
posed problems in both performance and the reception of the
sound as “the loudspeaker disembodies the actual source”
[1]. Performers experience problems maintaining balance in
the mix of acoustic and electronic instruments. Audiences
also experience difficulty observing the relationship
between the physical gestures made by the performers on
stage and the resulting dislocated mix of sounds.

Outward bound spherical speaker arrays have a role to
play in addressing these problems. Because sound radiation
achieves a degree of localisation and naturally dispersed
amplification for live signals, they allow electronic
instruments to be used in mixed ensembles. Localized in
this sense refers to the proximity of:

¢ the player to the instrument

¢ the instrument/performer to the other ensemble
members
* the location of the performer/instrument in the

architectural space as perceived by the audience.

Spherical speakers are now commercially available [14].
Acoustic instruments have been shown to have unique
frequency dependent radiation patterns [2]. By emulating
this characteristic of musical instruments in loudspeaker
design it seems possible to integrate sound played on
electronic instruments in concert performances with acoustic
ensembles. Such an approach has already been adopted by
Trueman, Bahn and Cook [19].

2. Orbophone — mach 1
2.1 Structure

Panning rapidly across the surfaces of a three dimensional
object seems an appropriate gesture for audio spatialisation.
Such a gesture may describe radiation patterns that are omni-
directional or highly directional. The icosahedron form - one
of five polyhedrons defined by their congruent regular
polygon surfaces and polyhedral angles - was chosen as an
enclosure as it can produce a good omnidirectional radiation
pattern of sound energy [15]. The dodecahedron with twelve
sides is the particular variant of the icosahedron used.
Though it roughly approximates a spherical surface, it is
economical and capable of delivering a variety of
soundfields via individually driven speakers symmetrically
mounted on ten of its faces. The top and bottom faces are
reserved for image projection and display.

Figure 1 shows the dodecahedral structure of the
Orbophone. A loudspeaker is mounted in ten of the twelve
pentagonal faces.
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Figure 2 shows five of the ten loudspeakers each
positioned in the centre of one of the pentagons on the side
of the structure. An image projector is mounted in the
plinth and projects through the pentagon at the base of the
structure onto the pentagon at the top.

2.2 Sound

Two modes of sound radiation are possible with the
Orbophone: isotropic and anisotropic. Isotropic is when the
magnitude of the sound is uniform in all directions
(omnidirectional). Anistropic sound radiation occurs when
the magnitude of the sound varies in direction. The radiation
modes may be described as:

* a monophonic sound through all speakers (isotropic)
* sound through discrete speakers (anisotropic)
*  sound through groups of 2 — 10 speakers (anisotropic)

* sound moving through groups of 2 — 10 speakers

(anisotropic)

This configuration of independent directional speakers
can produce a variety of spatialisation gestures including
circular panning around the asimuth, as well as elevation
panning.

2.3 Image projection

Images are radiated via a high resolution projector
connected to a computer’s video card. The projector is
positioned underneath the Orbophone and points upwards
through its base. Images reflect off and through translucent
surfaces on all faces of the dodecahedron except the bottom.
The top face has no speaker so has a clear display area where
images can be viewed distinctly. The translucent surface also
allows light to disperse and influence the visual ambience of
the space around the Orbophone. Image is also projected
onto the ten pentagonal faces of the dodecahedron. Here,
image is limited to the surface area surrounding the
loudspeaker on each face.

Each pentagonal face is made of transparent acrylic
material. This was treated to make it translucent in order to
catch images projected from the rear projection system. This
was achieved by thinly and evenly coating each surface
using 3M spray mount artist’s adhesive. Surfaces were then
coated with bleached mulberry fibre to further enhance light
absorption.
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Fig. 3. Construction: close up of bleached mulberry fibres
which enhance light absorption properties of the surface

The Orbophone projects light in a variety of ways:

® at close proximity (up to 3 metres) distinct images can
be viewed on any surface

¢ further away (from 3-25 metres) patterns and colours
appear to radiate from the Orbophone

* light is dispersed through translucent surfaces onto
surrounding walls and ceiling

2.4 Media design

Composing for an instrument that radiates sound offers
unique opportunities for musical expression like assigning
directivities to musical streams to create spatial
counterpoints. [13]. Media designed for the Orbophone was
algorithmically organized and comprised of both pre-
recorded and synthesized elements. Parameter mapping
between sound and image systems heightened the
relationship between these mediums. Abstract images
worked well as they were able to be prepared without the
need to accommodate geometrical aspects of the screen
surface. Supercollider [12] was used to sequence the sound
events and to communicate event information via Open
Sound Control [20] with the image projection engine
running on Max/MSP/Jitter [3]. Improvements for
Orbophone media design include:

® Integration of non-abstract visual material that is
oriented in a way so it may be projected as a coherent
image on the 3-dimensional projection surface

* dynamic organization of the material so that it is partial
to viewer interaction and the influence of control
parameters originating from user interference.

* Automatic calibration of the audio/light levels to suit a
variety of installation scenarios.

3. Orbophone — mach 2

The Orbophone was deployed as an installation in an art
gallery situated on the Singapore tourism roadmap, and
open to the general public. Audience reaction suggested
several improvements. The image projection area needed to
be increased as structural beams and opaque speakers tended
to obstruct the visual content. The content on display could
be more effective if the audience could interact with it rather
instead of watching something controlled by an algorithm.

3.1 Transparent sound interface

The Orbophone offers new possibilities for collaborative
interaction. The quality of human interaction in any display
system is increasingly recognized as a key element in
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relating to the content on display [7]. Its spherical shape and
moderate size allows groups of people to assemble around
it, offering a comfortable and practical setting for discussion
about the projected material. The addition of an interactive
interface suitable for group interaction would further
maximize the flexibility of the system to present
information, be it artistic or informative.

The planned user interface will detect proximity of a
body to each surface of the dodecahedron via an array of
non-contact sensors. This allows hand gestures made above
the surface of the Orbophone to influence or interfere with
the projected media content. These would suit a wide range
of intuitive control gestures for the audio visual content on
display. Various composers and performers who work with
sound spatialisation report difficulties using 3-dimensional
gestures to control sound trajectories [17]. An interface
using an array of proximity sensors will address that
problem. A hand hovering over a particular surface could
direct sound to that speaker surface. This provides intuitive
direct control over the spatial position of the sound. The
gesture would be further reinforced if the image display
system tracked the relocated sound.

Fig4: Mock up of group interaction with Orbophone. Thin
film speaker technology enables spherical sound
projection together with uninterrupted image projection

3.2 Uninterrupted sound and image

radiation

One obstacle for the full realization of this display system is
to project uninterrupted images from all faces except the
bottom face where the projector is positioned. The author
has identified a thin film speaker technology built from a
durable polarised polyvinylidene fluoride, material which
has piezoelectric properties [10]. It is comparable to
traditional speaker technologies in both performance and
durability [18]. It can be translucent in color, and can be
made in many sizes and shapes.

3.3 Interface development

The interface is an array of E-Field sensors, made using the
Freescale Semiconductor MC33794 E-Field IC. External
electrodes allow this IC to detect objects in an
electromagnetic field and register their movement in the
field as a change in voltage [6]. Electrodes on each surface
create a constant interference field around the Orbophone.
Communication with the MC33794 will use
a microcontroller SPI port. This allows for expanded
configurations of multiple sensors where more than 9
electrodes are required. Design challenges include
calibration of range and sensitivity, minimizing
interference, and eliminating crosstalk between the sensors.
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4. Conclusion

The Orbophone instrument described above marries sound
and image radiation into an adaptable instrument suitable
for composing works that investigate the relationship
between the two mediums. Future realizations of the
instrument will overcome some of it’s limitations by
enabling the uninterrupted radiation of audio/visual content
controllable via an intuitive interactive interface.
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ABSTRACT

The gluion is a sensor interface that was designed to overcome
some of the limitations of more traditional designs based on
microcontrollers, which only provide a small, fixed number of
digital modules such as counters and serial interfaces. These are
often required to handle sensors where the physical parameter
cannot easily be converted into a voltage. Other sensors are
packed into modules that include converters and communicate
via SPI or I2C. Finallly, many designs require output
capabilities beyond simple on/off.

The gluion approaches these challenges thru its FPGA-based
design which allows for a large number of digital I/O modules.
It also provides superior flexibility regarding their
configuration, resolution, and functionality. In addition, the
FPGA enables a software implementation of the host link - in
the case of the gluion the OSC protocol as well as the
underlying Ethernet layers.

KEYWORDS
Digital Sensors & Actuators, Sensor Interfaces, FPGA, OSC.

1. INTRODUCTION

The renewed interest in sensor technology in recent years has
resulted in an enormous pool of resources, both in terms of
online information and available tools. Part of this trend is an
ever-growing number of sensor interfaces each with its own
special feature set, concept, and price range. What they all have
in common, however, is the fact that they are built around a
microcontroller. This seems like a perfectly reasonable choice
as these integrated circuits combine everything that is required
for the design of a sensor interface: a CPU to handle program
flow and perform arithmetics, memory to store programs and
data, and I/O modules. The latter are of particular importance as
they allow the microcontroller to connect directly to both
sensors and host computer without the use of additional 1/O
chips. For the host link this is usually a serial interface like
MIDI or RS232, or, in more recent designs, USB or Ethernet.

On the sensor side the most important I/O modules are the
analog inputs that accept the voltages generated by the sensors.
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These are then measured by an integrated Analog-to-digital
converter for subsequent processing by the CPU and
transmission towards the host. In addition, microcontrollers
provide a number of digital I/O pins that can be controlled, or
queried, under program control. They can also be associated
with additional internal modules to perform dedicated functions.
A typical example is a PWM (Pulse-Width Modulation)
generator that is often used to control the speed of a motor. This
is usually implemented by using a timer module whose value is
constantly compared to a register that contains the desired
pulse-width. The (binary) result of this comparison then leaves
the chip directly thru a dedicated pin which is connected to the
motor circuitry.

Now, while the above approach is fine for many smaller
projects, it is not uncommon that an instrument or installation
design requires more than just a few PWM-, or other digital
I/O-, modules. What's more is that the timers are also required
for other tasks, e.g. generating the MIDI clock. Unfortunately,
simply switching to a bigger microcontroller only helps to a
certain extent as the focus is usually on more memory and
general purpose pins rather than I/O modules. And adding more
microcontrollers complicates the overall system design as they
have to communicate with each other.

FPGAs, in contrast, do not have these limitations. As the name,
Field Programmable Gate Array, suggests, the building blocks
of these devices are gates, the logic foundation of any digital
device. However, rather than wiring up countless TTL chips
like in the early days, the designer can enter the schematic with
a suitable editor' which is then compiled into a configuration
file for the FPGA. This means that before programming the
microcontroller one would first design it according to the
requirements. While this may seem like reinventing the wheel,
modern design tools hide a lot of the complicated details while
the added flexibility outweighs the extra effort. More to the
point though, we will see that many components of the
microcontroller can be left out of the design.

2. BACKGROUND

The gluion is not the first device that employs FPGAs in a
music technology context. Two examples for their use in
custom controller designs are Dan Overholt's MATRIX [1] and
the "continuous keyboard" by Freed & Avizienis [2]. What they
have in common is a large number of identical sensors that
would otherwise require a large array of microcontrollers. But
their technology is very specific to the instruments and not
available as a separate interface. The latter, however, is related

1. The preferred method though is the use of a hardware
description language like Verilog or VHDL
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to CNMAT's Connectivity Processor [3], an interface that
integrates multi-channel audio as well as GMICS® and a
"gesture port".

The only other pure sensor interface with an FPGA is
surprisingly one of the first at all - STEIM's SensorLab [4]. For
its time it offered remarkable features such as its own
programming language SPIDER that was particularly well
suited to event handling. It also supported special sensors like
e.g. ultrasound distance measurement and was able to drive
character displays over a synchronous serial link. While the first
two revisions implemented this additional functionality with
discrete TTL logic, rev. C combined a 80C535 microcontroller
with a Xilinx LCA® to accomplish this task and expand on it.

However, this rather complex design came at its price, so in the
following years simpler MIDI interfaces were released that
focused on analog inputs and simple digital I/O. Another trend
was that MIDI was used less and less to control hardware
synthesizers and samplers, but was fed directly into computers
as those became powerful enough for realtime software
synthesis. This also meant that the controller no longer had to
perform event processing as this was a comparably easy task for
the computer, where it could also be implemented in a much
more flexible way. The downside of this approach is that sensor
data has to be streamed continuously which can be quite taxing
for a slow interface like MIDI. Consequently the move to USB,
Ethernet [5], and even digital audio [6].

3. TOWARDS FPGAS

3.1 Concurrency and Precision

If one dispenses with event processing like outlined above this
also means that there is actually little left to do for the
microcontroller's CPU in terms of performing arithmetical and
logical operations. Tasks like signal filtering, threshold
detection, or even simple scaling can all be done on the host
now, so the microcontroller effectively becomes a data pump
where its main job is now to configure, control, and query the
individual I/O subsystems. The most common technique here is
the use of interrupts that signal e.g. the completion of an
analog-to-digital conversion or the successful transmission of a
data byte/packet.

This approach can be managed comparably easy as long as
there are not too many subsystems involved and interrupt
service routines can be kept short. However, in the scenario
proposed in the introduction, where more and more I/0 modules
are added, the overall timing can become critical as different
interrupts collide and one has to deal with priorities and more
complex scheduling strategies.

The situation gets worse when the desired functionality has to
be implemented under program control. E.g. if an array of
PWM outputs is required but only a single counter module is
left, rather than writing the pulse-widths into their separate
registers (and then "forget" them) the main process constantly
has to read this one counter and perform comparisons to the
PWM values stored in data RAM (using the ALU"), before it
can set or clear the corresponding output pins accordingly. This
sequential scheme alone results in a reduced accuracy of the

2. A bi-directional interface for audio and sensors proposed
by Gibson

3. LCA = Logic Cell Array, conceptually similar to FPGAs
ALU = Arithmetic Logic Unit
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PWM signal; it gets far worse when it is interrupted by other
activities..

Now, how does an FPGA, or more specifically the gluion,
handle this challenge. To begin with, there simply is no
program flow to be interrupted. While it would not be a problem
to implement a CPU inside an FPGA (including program
counter, program memory access, ALU, instruction decoder,
execution unit, etc.), it simply is not necessary. Instead all
modules operate concurrently and communicate thru registers
or dual-ported RAM. In other words, there are no shared
resources that have to be arbitrated. Every PWM of the above
array can have its own counter and pulse-width register, which
are compared continuously and not just when the CPU gets to
the matching program location. As a result the signal is accurate
down to a single cycle of the master clock, 50ns in the case of
the gluion. This may seem like overkill, but it allows the
implementation of high-frequency PWM while maintaining
high resolution.

3.2 Fine-tuning and unique functionality

Not only can an FPGA host a large number of precise 1/O
modules, it also allows the user to fine-tune their parameters.
While counters and registers inside microcontrollers are usually
fixed at 8 or 16 bit resolution, with an FPGA it is just as easy to
have a 3-bit counter to drive an 8-way multiplexer, or a 50-bit
counter to cover days. This allows the designer to balance the
resources of the specific chip being used.

Furthermore, originally simple modules can be enhanced with
functionality not available in most microcontrollers. In the case
of the PWM example introduced above, this could be dynamic
control of the frequency or a 'burst' register to specify a defined
number of pulses to be sent rather than the usual continuous
stream. Effectively this becomes a basic stepper motor control.
More examples are discussed in chapter 5.

Finally, the FPGA allows for unique modules not found in any
microcontroller, enhanced or not.

3.3 Portability

When porting an existing design to a new microcontroller-based
interface it is rather likely that it will have a different chip than
the previous one. This will possibly be from the same chip
family or at least the same vendor, although sometimes the
latter has to be abandoned when more drastic changes are
required. In any case, the assumption that C-code should be
easily portable is not entirely applicable here. Considering the
above scenario where the microcontroller is freed from event
processing and is mainly busy managing /O registers, the
programmer cannot simply transfer the existing C-code but has
to map the old I/O register set to the new one, with all its
pecularities. Similarly, functionality that has been implemented
under program control has to be thorougly reviewed to match
new timing constraints.

In the FPGA-case, this is less of a problem as we have defined
our registers ourselves. In fact, the main feature of new FPGA
releases is their bigger size. Exceptions are e.g. RAM blocks or
PLLs’, but these are ususally generic enough, so the design can
be easily adapted. Admittedly at the current state this is
somewhat theoretical though as it is not backed by extensive
experience.

Finally, it should be noted that by defining the very details of a

3. PLL = Phase Locked Loop



Proceedings of the 2006 International Conference on New Interfaces for Musical Expression (NIME06), Paris, France

chip's architecture it is possible to apply the concepts of open-
source software to hardware designs, with all their socio-
economic implications.

4. DESIGN OF THE gluion

In designing the gluion’s hardware one of the goals was to use
as few external components as possible. This was particularly
true for the Ethernet-based host link. Following the above
portability goal, no external Ethernet-PHY (physical layer) chip
was used with all the lengthy and device-specific setup
procedures. Instead this functionality was implemented entirely
as a soft core, so for this part the only external components are
the RJ-45 connector and the isolation transformer. On the
downside, only 10base-T could be achieved, but this is usually
enough for sensor data.

On top of this lie rudimentary data and transport layer modules.
Rather than going for a complete TCP/IP stack only those
protocols are implemented that are necessary for OSC, i.e.
UDP, ARP, and IP. The choice for OSC [7] was for its high
speed, powerful protocol, and driver/OS-independency.

Figure 1: the gluion 'barefoot’

Apart from the I/O modules described above and in the
following chapter, the gluion provides functionality to upload a
new configuration via Ethernet. This means additional
flexibility as the interface can be adapted when moving from
project to project. Users can enter their requirements into a web
interface which generates a script that drives the build process
of the FPGA design tools. At the current state this is not yet
fully automated though.

5. EXAMPLES FOR MODULES
5.1 Scanned Switch-Matrix

While connecting a switch to a sensor interface is a simple task
with just about any sensor interface (usually a pull-up resistor
and the switch/button towards ground), setting up a matrix of
switches requires a multiplexed approach with both in- and
output pins.

$
Y

N
N

N

Figure 2: 6 1/O lines required for 9 buttons
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The latter have to send synchronized pulses into the rows of the
matrix, while the columns are connected to the inputs that listen
for returned pulses which can then be matched to specific
switches. The advantage of this concept is that less I/O pins are
required compared to the pin-per-switch approach (approx. 2YN
vs. N). As an example consider an interactive installation with a
grid of 30x30 floor switches - the ordinary approach would ask
for 900 pins, which is clearly beyond any available interface. In
contrast, the gluion with its 68 digital pins can easily
accommodate the 60 connections required for such a matrix.

5.2 Rotary Encoder

This component can be frequently found in commercial music
gear as well as other industries where it is used to adjust values
that are under software control. In contrast to a potentiometer it
has no stops but can be turned "endlessly". In doing so it
outputs a dual stream of pulses that can be counted while their
phase relationship signals the direction of the rotation.

N AT | |
'LDBII L]

Figure 3: dual pulse trains from an encoder

A microcontroller could do this task under program control, but
none of the reviewed sensor interfaces do this. It also becomes
difficult to capture all pulses when using high-resolution
encoders that create hundreds of increments per 360° turn. In an
FPGA a simple state machine connected to a counter ensures
that no pulse nor phase is lost.

Figure 4: optical encoder from an old mechanical mouse
mounted on the fingertip of a data glove

5.3 Ultrasound Distance Sensor

One way to measure distances is to send out an ultrasound pulse
and wait how long it takes to reach the receiver. Three timers/
counters are required here: one to generate the 40kHz signal
that common transducers operate at, one to count to ~10 for a
small burst, and finally the actual time lag counter whose value
is proportional to the distance covered.

®
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Figure 5: measuring distance by timing ultrasound lag

As the time lag counters are driven by the 20MHz master clock
the internal resolution is 50ns equivalent to 0.017mm. The
effective resolution, however, is limited by the thresholding
circuit and is about a magnitude less. But compare this to the
Ims resolution achievable (at best) when doing the timing on
the host machine, which translates into roughly 30cm.
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Some ultrasound designs built for more common sensor
interfaces actually have their own microcontroller to determine
a distance value, which they then have to convert into a voltage
to be measured by the interface's ADC. These additional steps
obviously limit the achievable resolution and are hardly elegant.

5.4 Frequency Measurements

A frequency counter is ususally just a counter that is clocked
from an external signal for a certain period called the gate time
(which requires another counter). It can be used for sensors
where the sensing element is part of an oscillator whose
frequency changes depending on the physical parameter. Of
course, frequencies can be converted to a voltage, however this
adds to the complexity. Moreover, the frequency can be sent
over long lines with less signal degradation than a voltage. In
the example below a low-cost inductance sensor has been fitted
on a tuba to measure its key positions.

i

g
&
%
Figure 6: left: coil free-standing, right: coil covered by tuba
key

In addition to the single-channel frequency module the gluion
also has a multiplexed version that is e.g. used to measure the
61 key heights of the SKRUB keyboard [8].

5.5 Pulses

For signals with low frequencies it is often better to measure
their period. The process is complementary to the above
frequency measurement, as the external signals provides the
gate for a counter driven by the internal clock.

Figure 7: optical sensor and motor of a belt-driven record
player

In the upper part of the above picture an optical sensor
measures the duration of black bars passing by as the turntable

rotates, effectively determining its speed. Pulses also flow in the
other direction as a PWM signal controls the motor located in
the lower part of the image.

5.6 Serial Data

While the above modules allow the direct control of many
different sensors and actuators there are often existing devices
that need to be tied into the overall system. Wether it is a
Polhemus 6DOF tracker, a character display, or a DMX lighting
setup, they usually communicate thru a serial interface. For this
it is possible to configure modules for various serial protocols.
Currently available are RS232, MIDI, DMX, and SPI. 12C and
PS/2 are planned.

6. FUTURE PLANS

Currently wireless transmission of sensor data is possible
through a simple WiFi bridge. However, a more integrated
solution is being considered to keep the overall design compact.

Several enhancements to the existing /O modules are underway
as are entirely new modules like a touchscreen controller.

Other plans call for more hardware modules, like ultrasound
amplification or drivers for motor control.

Finally a move to a bigger FPGA might be necessary to host
more complex designs.
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ABSTRACT

A new sensor integration system and its first incarnation is
described. As well as supporting existing analog sensor
arrays a new architecture allows for easy integration of the
new generation of low-cost digital sensors used in computer
music performance instruments and installation art.

Keywords
Gesture, sensor,
configurability

MEMS, FPGA, network, OSC,

1. INTRODUCTION

After years of experiments and live musical productions
with several revisions of analog sensor input systems for an
audio connectivity processor [2] we have learned that the
basic multichannel 0-5v analog input standard is not
sufficient for access to interesting new sensing
technologies.

The trend for voltage output sensors is towards lower output
levels, e.g. 3V. MEMS sensors and hall effect sensors use
clocked sampling techniques internally and they currently
convert their measurands into analog signals that are then
resampled. More accuracy and lower costs are achieved as the
switch to digital outputs is made.

A new, simple way to support a wide variety of these new
sensors is needed especially the emerging diverse, low-cost
MEMS sensors. Unfortunately, no single serial digital
communication standard has curried favor with the sensor
vendors themselves necessitating “bridging” hardware to
hide these complexities from users.

Another major requirement in many musical instrument and
art installation projects is for considerably more input
channels than is usually provided in USB data acquisition
systems or current gesture input boxes. Many sensing
problems are most easily addressed by using linear and 2-
dimensional arrays of networked sensors. We routinely find
need for more than 32 channels.

In this paper we review several sensor integration projects,
outlining their specific requirements and then we describe
how these requirements are addressed by a new architecture
for sensor integration based on FPGA’s and sensor
identification. Finally, we describe the first implementation
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of this as the latest refinement of our ongoing connectivity
processor project.

Table 1. Sensor Technology Sample

Device Measurand Analog Digital
ADXL213 Acceleration PWM
ADXL320 Acceleration 0-5V

ADIS16006 Acceleration SPI
ADIS16100 Yaw Rate SPI
ADXRS150 Rotational 0-5V
Velocity
QT401,501 Proximity SPI
AS5040 Absolute position SSI
(rotary)
GP2D12 Proximity (IR) 0-3V
GP2D02 Proximity (IR) bit-serial
VP300 X,Y+pressure Resistive array

2. Applications

2.1 Proximity Detector Array

This array, developed by Michael Zbyszynski, satisfies the
need for a sensing device that can be mounted into scenery
and that can detect a large range of performance gestures
from dancers. The prototype shown in Figure 1 is a 4' x 4'
wooden box containing sixteen infrared range sensors. The
sensors sense distance in a range of approximately 8" to 60",
and are mounted beneath the top of the box, under 2" acrylic
windows. This creates a floor that is strong enough for two
people to dance on, and has no rough edges. It can also be
tipped on edge for a different sensing perspective. In
performance, a similar array was built into a curved wall
eight feet high. By comparing the inputs from multiple
sensors, motion and position can be deduced, as well as
judgments about the shape and posture of the body.

Furthermore, the dancers are free to move in a relatively wide
area. Unlike video tracking, the array is dependable ——
insensitive to the changing conditions of theatrical
lighting.

Future realizations will need a denser and larger array of
sensors requiring 64-128 channels of data acquisition.
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Figure 1. Dance sensor Array

2.2 Tiled X/Y + Pressure Pads

This hand controller, conceived by David Wessel, consists
of'a central array of 24 FSR-based trackpads surrounded by
long position- and pressure-sensing strips and IR proximity
detectors. Five measurands are available from each 2-d track
pad and two are available from the position sensing. The
trackpads are 4-pin devices with internal FSR components.
They require custom circuitry to tease out the X,y position
and width and pressure parameters by steering controlled
currents around the array and measuring the voltage induced
in the resistors. This may be contrasted with one
dimensional position sensors that are usually wired simply
as voltage dividers for interface to voltage input sensing
systems. When more complex circuitry is used the width of
the object being sensed may be estimated by the bulk
reduction of resistance across the sensor due to the varying
width of the conductive “wiper” contact.

The fully tiled array of 24 3-dimensional sensors (x,y and
pressure) provides 72 variables of output. To achieve a
degree of control intimacy similar in character to an acoustic
hand drum, the array must be sampled at rates near 8,000
Hertz. This variable count and sample rate far exceeds the
capacity of gesture capture systems currently available such
as the AtomMic Pro, EoBody, and Infusion Systems'
Digitizer [4]. Consequently an expanded view of sensor
integration is required.

2.3 Touch display

This display has wide application in musical controllers. We
are exploring the integration of commercially available 3”
and 4” diagonal touch screens into an augmented cello [9]
and the aforementioned hand controller. They are addressed
by serial protocols such as RS-232 or SPIL.

2.4 Harp Controller

This controller developed by Adrian Freed consists of 36
identical length nylon harp strings in a rectangular frame
that is sensed with individual piezoelectric pickups. The
audio signal from each string is used for trigger and timbral
information so an 8kHz sample rate is used rather than
standard audio sample rate.

Figure 2. Harp Controller
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2.5 Compact Position sensor

David Wessel’s SmartSticks project uses MEMS
accelerometer- and gyro-equipped drum sticks sampled at a
4k Hz rate. The goal is to accurately sense the trajectories of
each stick and its position relative to an array of percussion
instruments. Sensors are mounted on both ends of each stick
allowing the stick orientation to be sensed. Wireless
transmission of the stick sensor data is beneficial, providing
the percussionist with freedom of movement.

Another important option in this project is eventual
integration with a high-speed video capture system.

This array is also used extensively on the flute by Roberto
Morales [7], for example in performances of his piece
“Cenzontle” which one first prize at the 2005 Bourges
competition. The array uses two rotational MEMS gyros and
a two-axis MEMS gyro. A low frequency filter on the
accelerometer is used for tilt estimation. A high frequency is
used to capture key click and other transients. Two rotation
rates are estimated corresponding to pitch and yaw of the
flute which are free dimensions of control for the performer.

Figure 3. MEMS position sensor

To increase the mobility of the performer and provide
flexibility for installation in other instruments (and bows)
we have developed an RF interface to the sensors.

3. Solutions

One approach to these projects is to build entirely
independent custom electronics for each. They have widely
varying numbers of analog and digital sensors and
standards and bandwidth requirements. We have found it
more efficient to use hybrid architecture with a common
motherboard fulfilling the many common requirements and
customized “daughter” boards for custom needs.

Our connectivity processor has a motherboard with 8-
channels of balanced audio D/A conversion, 2-channel
headphone output, AES-3 I/O, ADAT optical I/O, multi-
channel sync. /0, MIDI 1/O, a high speed (GIG) and
100BaseT Ethernet [1].

8-channel
24-bit

balanced
1/4 inch

F headphone

Figure 4. Connectivity Processor motherboard
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m
tivity Processor

Figure 5. Gesture inputs and Digital 1/0

This motherboard supports two daughter cards: one is used
usually for audio input, e.g., 8-channels of balanced audio;
the other is a gestural input card.

The basic gestural input card supports two DB25 connectors
carrying power and 16 channels of 0-5V inputs on each with
sample rates up to 8kHz. Although 32-channels 0-5V
channels has proven extremely valuable for many projects
our current projects require more inputs and support for
more diverse digital standards for sensor integration.

4. Beyond 0-5V

To address the need for broader range of sensors and sensor
output formats we have developed a lightweight standard
that covers the connector, power and configuration aspects
of a sensor network. By hiding the complexity of the
communications issues in affordable and flexible FPGA
(Field Programmable Gate Arrays) we avoid the difficulties
and cost of previous sensor network standards which have
failed to take hold such as IEEE 1451 [5] or BISS [3].

4.1 Dynamic configuration

We use a configuration pin to dynamically assign functions
to 6 digital I/O pins on each connector. This allows for a
wide variety of clock rates, channel assignment and
signaling protocols. Controllers, implemented with FPGA’s
can readily support the serial protocols chosen by the sensor
manufactures including: 12C, SPI, 1-wire, RS232, RS422,
MIDI, TTL, USB etc. In most cases modules in VHDL or
Verilog are already available to support the protocol and
usually for free [6]. Two configuration methods are
supported: a single resistor to GND identifies one of 32
commonly used devices, alternatively a Maxim/Dallas 1-
wire EEPROM device may be connected using the same pin.
This allows for thousands of different device types to be
supported. Since 1-wire devices have programmable storage
this allows configuration and calibration data to be stored
with the sensor array itself allowing the sensors to be moved
transparently from one controller to the next.

4.2 Connector

A DB-9 was selected for the connector type because it is a
widely available, reliable, lockable connector, has sufficient
power handling for most sensor/actuator applications and is
large enough that most existing and future sensors can be
adapted to the FPGA signaling options with small circuits
built-into the connector itself. Many digital sensors can be
interfaced without a circuit board at all. Analog sensors
requiring a few channels, e.g. MEMS accelerometers and
gyros can be connected to a 4-channel A/D built into the
shroud. Sensors that require more electronics can be
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integrated using larger shrouds around the DB9 pins
including readily available DB9->DB9, and DB9->DB25
shrouds and small “project” boxes available with built-in
DB9 connectors.

4.3 Power

5V @500mA is provided allowing the use of cheap power
protection devices developed for. Most sensors require a
small fraction of this power but sufficient power is provided
for other devices such as actuators, relays and the
occasionally inherently power-hungry sensing technology,
e.g., IR and ultrasound rangers.

5. New Controller

Figure 6 shows the first implementation of our new approach
to sensor integration, a daughter board for the connectivity
processor. It implements 4 flexible ports, 4 legacy analog
input ports, a wireless system for remote sensing and a large
Spartan III FPGA which has sufficient memory, gates and
high speed multipliers to support the many protocols
required and perform DSP and sensor calibration functions.

FPGA:
|6 fast

| Wireless

Figure 6: Flexible Sensor Integration Daughterboard

6. FPGA vs Microcontroller vs DSP

Most computer audio interface boxes and gesture interface
boxes use a mix of FPGAs, a general purpose microcontroller
and more recently some include a DSP chip. At CNMAT we
have deliberately avoided this approach preferring to
maximize development efficiency and flexibility by using
only one development environment - for FPGA’s. We also
use simple, well-documented standards wherever possible,
i.e. Ethernet. Firewire and USB are notoriously complex to
develop reliable drivers for.

The problems in our applications with microcontrollers stem
from the fact that they are optimized to trade performance for
cost-efficiency and this usually means too little parallelism.
For example, they may be fast enough to support software
implementations (“bit-banging”) for a few SPI serial ports
and some even include built-in hardware buffering for one or
two SPI ports. This doesn’t scale well when dozens of
sensors are employed. Current FPGA’s on the other hand
have plenty of available pins and all the parallel bit-
manipulation capabilities to support 40 or more SPI ports.

We have found our systems to be cheaper to develop,
cheaper in overall parts cost and more reliable than the
conventional mixed device approach. The reliability comes
from lower overall complexity and how little outside
intellectual property has to be integrated.

Spartan Il

400K gates,
RAM and

multipliers
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We also note that since the Xilinx FPGA’s we use are large
enough to contain processors and DSP we can integrate
conventional programming approaches and custom signal
processing if necessary.

7. Software Support: /dev/OSC

Since the sensor output from the new controller varies
according to the sensors plugged in, a flexible and
extensible protocol is needed to communicate the data to
application programs. The OS/X device driver for the
connectivity processor extracts audio and gestural data from
incoming Ethernet packets and routes it through to Core
Audio and Core MIDI. Gestural data is up-sampled into
audio streams for reliable real-time delivery for Core Audio.
This technique does not scale well to dynamic situations
possible with our new daughterboard. In this case we build
OSC [8] formatted data which is queued by a special driver
accessible as a UNIX file /dev/OSC. This technique avoids
priority inversion problems we have observed in both the
OS/X and linux operating systems when we route gestural
data through the TCP/IP stack. Performance and reliability of
this system were confirmed in a concert in November 2005
featuring an augmented cello played by Frances-Marie Uitti

[9].

8. Conclusions and Future Work

Our new daughterboard gestural integration card controller
is a solid starting point for our ongoing work to integrate a
diverse range of sensors. We are extending our early
favorable results in two directions: a more compact version
for wearable wireless applications and a larger system
combining our controller with 48-channels of analog data
acquisition for big hybrid sensor applications.
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ABSTRACT

How can we provide interfaces to synthesis algorithms that
will allow us to manipulate timbre directly, using the same
timbre-words that are used by human musicians to com-
municate about timbre? This paper describes ongoing
work that uses machine learning methods (principally ge-
netic algorithms and neural networks) to learn (1) to recog-
nise timbral characteristics of sound and (2) to adjust tim-
bral characteristics of existing synthesized sounds.

Keywords

timbre; natural language; neural networks

1. INTRODUCTION

When human musicians “interface” with other human
musicians, we do so in words. One way in which we use
words is to communicate about timbre: we say “can you
make the sound shine more”, “I’d like to get a really gritty
sound”, “let’s try to play that more warmly”.

This ability to use natural language descriptions of tim-
bre (whether “straight” or metaphorical) is typically ab-
sent from interfaces with music technology devices. As a
result, users have to either have a very strong understand-
ing of the underlying mechanisms that produce the sound,
or a large amount of “trial-and-error” experience with gen-
erating timbral changes within a system [5, 11]. A small
number of attempts [2, 7] have attempted to create sys-
tems that offer an intuitive interface to timbre; however,
there appears to be little recent work in this area [9].

By timbre we will mean the micro-level spectral char-
acteristics of sound as discussed by Wishart [10], as op-
posed to the gross timbral distinctions [6] used e.g. in the
MPEG-T7 standard.

In this paper we discuss ongoing work which applies ma-
chine learning methods to associate changes in synthesis
parameters with changes in timbre described by adverbs
and adjectives. Overall the system is structured as illus-
trated in figure 1. Before the system is used, a training
process is carried out whereby the system learns to as-
sociate features of sounds with certain timbre-description
words that have been allocated by a human listener. Then,
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Figure 1: Indirect modification of timbres.

when the user wants to adjust the sound with regard to
a particular word, an algorithm that adjusts the synthesis
parameters (e.g. with a genetic algorithm), uses the syn-
thesis algorithm to generate a sound with regard to that
parameter-set, then uses the trained classifier to measure
the timbral effects. The levels of these timbral effects are
then measured and fed as a fitness measure into the pa-
rameter adjustment algorithm.

The remainder of the paper describes the two main parts
of the system: the timbre classification program, and the
parameter learning algorithm. Full details of this can be
found in our paper [3].

2. PART 1: TIMBRE RECOGNITION AL-
GORITHM

Timbre recognition can be seen as a classification prob-
lem of the type well studied in machine learning [8]. In
such a problem we have a number of data items each of
which is described by the values of a number of attributes;
each data item also fits into one or more classes. In this
case each data item is a sound. The attributes of that
sound are a number of measures that are made on that
sound: the relative peak amplitude of the first 15 partials
of the sound, the detuning of the partials, and measures of
the amplitude envelope acquired by fitting an ADSR en-
velope to the sound. The classes are a number of timbre-
words (drawn mostly from the list in [2]); a human lis-
tener has, for each sound, rated how much they believe
that that word describes the timbral characteristics of the
sound. In our current program, the words used are bright,
warm, harsh, hit, plucked, constant, thick, metallic, and
woody.

A common approach to such classification problems is
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Figure 2: Adjusting timbres with sliders.

to use neural networks to learn which patterns in the at-
tributes map on to which classes. This is the approach
that we have used here. The inputs to the network are the
attribute values described above, the outputs the timbre
words. We use the well-known back-propogation algorithm
(e.g. [1]) to learn the network weights using a large num-
ber of training examples. To test the classification, we
fed a number of (attributes describing) new sounds, not
used in training, through the network, and observed the
value given for each of the timbre words by the network.
Overall, a good classification of timbres was obtained when
compared to classification by a human listener (details in

[3))-

3. PART 2: PARAMETER ADJUSTMENT
ALGORITHM

The second main part of the system is an algorithm
that adjusts the parameters of the synthesis algorithm to
respond to a desired timbre change. The current interface
to the system is illustrated in figure 2. The user inputs a
sound, the neural network assesses the timbral character-
istics of the sound according to the ten timbre-words used,
and the system sets the sliders accordingly.

The user then makes changes to the sliders to reflect
the desired change. We have experimented with various
algorithms to generate the desired change in synthesis pa-
rameters. In the first, we use a genetic algorithm to find a
new setting for the synthesis parameters that (1) is close
to the original settings (so that the overall sound does not
change) and (2) reflects the desired timbral change. A sec-
ond approach involves feeding the new desired values for
the timbral characteristics through the neural network, to
find regions of parameter-space that are associated with
these settings, then finding the smallest parameter-space
move required to go from the original sound to those re-
gions that produce the desired timbre. Both approaches
produce decent results; at present the second approach
seems more promising.

4. RESULTS

Some example sounds can be heard at http://wuw.cs.

We are currently pursuing a number of future directions

for this work:

e Improved timbre recognition, for example by using
ear-like pre-processing steps [4].

e Focusing more effort on having the system not ad-
just those characteristics of the sound that are not
relevant to the current

e Interfacing this to e.g. MIDI control wheels to allow
on-the-fly live manipulation of timbre.

e Creating systems that learn in advance the direc-
tions in parameter space which affect a particular
timbre change, rather than running the parameter-
adjustment algorithms on the fly. This may be a
prerequisite for the use of the system in a live envi-
ronment.
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ABSTRACT

This document describes the implementation of the
SonicJumper gestural controller bodysuit in a compositional
context. It is a tool for generating musical materials, which are
then used to compose a piece of music. The emphasis is on
integration of gestural controllers at the earliest stage of the
compositional process, rather than at the end. That is to say, the
following discussion centers on controllers as a tool for creating
musical material, and not as instruments for a performance. An
effective compositional tool provides the composer with a
manner of producing materials that have an inherent musical
quality lending themselves to the formation of musical
messages, which are then organized into a meaningful
compositional whole. The author regularly incorporates the
SonicJumper into his compositional process, generating
materials for mixed works—compositions for ensemble and
electronics.

Keywords

composition, process, materials, gesture, controller, cross-
modal interaction

1. INTRODUCTION

There has been a strong push to extend musicians’ potential for
musical expression, via gestural controller technology.
Amazingly, this propulsion has lead to a wealth of new research
linking musical expression to such things as: new instrument
design and control; redefining performance practice; gesture
analysis and classification;  gestural acquisition; music
cognition and other branches of psychology. At the same time,
the ultimate question still remains unanswered: Can gestural
controllers be successfully woven into a musical fabric, such
that the technological aspect is far less significant than the
overall musical experience? Moreover, might the inclusion of
gestural controller technology into a musical domain lead us to
a new Art form? These questions highlight the author’s
principal focus. He postulates that the answers lie in our ability
to create a musical whole. That is to say, electroacoustic
elements and human expression are integrated—creating a
musical whole—if they are perceived as inextricable. A
successful composition, including work in other Art forms, is
one in which the artist unifies materials. Materials are all
aspects of a work that are cognitively perceptible. In particular,
the manner in which materials are created, must be directly
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linked to their final presentation. This is obvious to a great
extent in the visual Arts. Most music is also generated with
clear evidence concerning its impetus—often drawn from
codified stencils dictating formal design and pitch logic. The
inclusion of technology into a musical work, however, creates a
number of dilemmas surrounding the initial generation of
materials. The immediacy at which technology so readily gives
us an ‘output’ does not often encourage an exploration into
where the output comes from or how it is generated. This
potentially drives a wedge between the materials of the work
and the composition’s final form: its presentation in the context
of a public performance. If a ‘whole’ musical experience is to
be created, the technological aspect must be a part of work’s
initial development. It is the objective of this document to
identify how the SonicJumper generates material in the earliest
stage of composing, unifying the piece right from the get-go.

2. MALLEABLE GESTURAL
CONTROLLER

2.1 Components

Four accelerometers (= 2 G.), five potentiometers (measuring
bend from 0° to 130°), one infrared proximity sensor (80 cm.)
and an orientation sensor (360°) sense body movement.
Voltage values from these sensors are converted to MIDI. Max/
MSP interprets and maps sensor data, controlling digital signal
processing. The sensors are held in place using various types of
sport braces—stretchable bands of fabric that comfortably fit
around the body and do not limit movement. The voltage to
MIDI convertor rests in a belt pouch along with its portable
power supply. One long MIDI cable connects the convertor to
a computer. Sensor placement is somewhat different for each
project. It is for this reason that the jumper is considered a
malleable controlle—it shapes itself according to the
movement requirements of each project. [1]

2.2 Synthesis Engine

Data from sensors are sent to Max/MSP, for digital signal
processing. The sensors are not transmitting "one-off" triggers;
rather, they are sending variable signals in real-time. The Max
patch is based on granularized, by les & zoax, in which a signal
"scrubs" through a buffer~ object at a user-defined rate. [2]
Common effects associated with granular synthesis are
achieved (i.e. time and pitch scaling). In addition, the Max
patch is expanded to include various filtering objects, which are
used to balance signal output—as opposed to creating effects
such as chorus and delay. The engine is not necessarily meant
to produce a specific style of composition. It is not meant to
generate, say, 12-tone music or formulaic commercial music.
The aim is to tap into the composer’s expressiveness in a
manner that is impossible with more traditional compositional
tools (i.e. piano), and to offer users a sound palette that is
representative of the wide-open sound world of electronics—
both mimetic and abstract.
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Figure 1. The first three feints.

2.3 Mapping the Movement Repertoire

Sparring rationale is used to develop the movement repertoire
and sensor to signal processing mapping. In this way, the
SonicJumper is a symbolic immersive controller. [3] There are
five movement categories representing the tools of combat:
feinting; drawing; leading; infighting; parrying. Figure 1
shows the first three feints. Each category contains a collection
of precise coordinated head, arm, hand, torso, etc., movements
—organized according to the expanse of the gesture
(see Table 1). In total, there are 18 distinct movements.
Mapping is derived to suit the movement repertoire. That is to
say, instead of tailoring the repertoire to a fixed, rigid
association to sensor data, mappings vary for each movement.
For instance, the subtle action of the first feint (F1) only entails
mapping the scrub start and end position (within buffer~) to left
hand rotation and left elbow bend, respectively. On the other
hand, the second feint (F2) entails a more complex mapping:
start position to right elbow bend; end position to left elbow
bend; lower limit of pitch-scaling to left hand rotation; upper

limit of pitch-scaling to proximity of hand(s) to chest. For the
most part, mapping is one to one, with a few examples of
divergent mapping. For instance, the first parry (P1) involves a
subtle rotation of the head. In this case, data from the
orientation sensor is mapped to almost all granularization
parameters.

3. SONIC-JUMPING
3.1 Cyclic Relationship

The core concept behind sonic-jumping is cross-modal
interaction. The composer is spurred on—in particular, by aural
and proprioceptive stimuli—to digest and produce sound in a
cyclic manner. One can conceptualize the ‘path of sound’ as:
out of an electronic system - into the human physiological
system - returning to the electronic system. For example, an
electronic sound is produced by a computer. Then, the ears
receive the sound. A meaningful message is perceived (through
cross-modal sensory data). Next, a movement impulse is
manifested. The computer interprets user movement (via a
gestural controller bodysuit). Movement data generates an
electronic  sound. For the most part, a composer’s
manipulation, or directing, of sound in this fashion, is
unconscious. They do not naturally analyze the gestures they
make in relation to aural stimuli.

3.2 Sound Movement Combinations

A work of Art conveys a message that is more or less clear,
based on the way the message's meaning is distilled, generally
speaking. Messages are anything that have either abstract or
literal meaning for the onlooker. The aspiration of any artist is
to provide clarity so that an audience can extract and refine
messages. Providing clarity in a piece of music can be
particularly difficult, because musical sounds are ephemeral.
That is to say, music is a time-based Art form, with sounds only
occupying enough time for them to be heard. A sound does not
rest in one place, as a painting hangs on the wall for the
duration of its exposition. The SonicJumper approach to
creating clarity involves attaching a gestural component to each
sound, or a sound to each gesture (refer to Cyclic Relationship,
above). For the composer, the invention of a movement
element gives new meaning to the sound / movement
combination. The composer gradually establishes a somatic
relationship between the two. This is followed by the formation
of musical messages as the composer organizes somatic
meaning. The suggestion here is that by infusing musical

Table 1. Five movement categories showing minute movements to expanded movement from top to bottom.

Expanse Feint Draw Lead Infighting Parry
minute F1 - subtle D1 - subtle P1 - subcon_scious,
self-preserving
A
F2 - false start, stunted D2 - deceptive, with
purpose
F3 - deceptive, with D3 - luring, enticing I1 - reactive

purpose

F4 - reactive

D4 - expressive,
engaging

L1 - expressive,
engaging

12 - expressive,
engaging

P2 - evasive, escaping,
disengaging

D5 - impressive,

L2 - assertive, direct

P3 - impressive,

refined refined
\ 4
D6 - demonstrative, L3 - demonstrative,
expanded exaggerated exaggerated
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materials with a somatic significance, at the earliest stage of
composition, the composer creates repercussions for the
presentation of the work, in front of an audience. They also
create structural threads that are used to make the piece of
music a unified whole. The notion of music combined with
movement, or visa versa, is currently under investigation; and
results are far from conclusive. In explaining the origins of
somatic meaning, while sonic-jumping, this author favors one
of the oldest investigations in experimental psychology
concerning the nature of cross-modal sensory interactions—the
degree to which information from one sensory channel
influences our interpretation of information arising through
other sensory channels. [4] Cross-domain mappings, enable us
to perceive intensity, spatial location, tempo and rhythmic
structure in an amodal manner. These abilities, moreover,
appear to be innate or develop early and rapidly in human
development (Lewkowicz, 2000). [5] There are other plausible
explanations explaining our propensity to combine sound and
movement. One could begin with a Darwinian perspective,
which suggests that our internal sense of self-motion may have
evolved in early hominids to deal with sounds in the
environment. [6] We could also consider artistic emotion and
expression. Davies (1994), suggested emotions are presented
directly in the musical work through dynamic parallels to
human movement, behavior, physiognomy, the human voice,
gait and the like. [7] It is likely that all of the above viewpoints
play a role in establishing meaning in sound / movement
combinations. It is not the objective of this paper to establish
which opinion is accurate; rather, the author wants to
acknowledge the inextricable relationship between sound and
movement, and state that this association is an intrinsic element
of the SonicJumper.

3.3 Generating and Saving Musical

Materials

Composers use different terminology to explain the earliest
activity leading to an original work. Some may refer to a
formulaic approach. Others might describe a rigorous pre-
compositional process. Yet, other composers talk about the
fruits of noodling on the piano, or improvising. What is
happening, at this early stage, is the initial concretization of
creative thought in the form of musical materials. The result is
often a manuscript of some sort. Rigorous planning—much
formulaic designing—goes into establishing the “voice” and
“action” of the SonicJumper, before beginning to generate
materials. Voice is akin to the controller’s synthesis engine,
while action is a result of mapping. Once voice and action are
established, the user produces and digests sound in the manner
described above, making decisions on-the-fly based on musical
intelligence and intuition. The Max/MSP patch records both
voice and action data, using a standard audio file format. In
this way, the sounds of the voice are audio files, while action
data more resembles a wavetable—one for each sensor output.
One consequence of recording action data, is that the user is
able to take “snapshots” of a particular movement. Then, the
data can be used to duplicate signal processing (i.e. granular
synthesis) on several different audio files, without the user
having to set up the SonicJumper controller.  This is
comparable to transforming themes and harmonies via a 12-
tone row table. The voice data—actual audio files—is
transcribed into traditional musical notation either using the
composer’s ear or via computer-assisted compositional software
(i.e. AudioSculpt by Niels Bogaards and others; OpenMusic
by Gérard Assayag and Carlos Agon). It would be interesting
to draw a comparison to other modes of composing. In some
respects, SonicJumper composing is not far removed from
traditional approaches, such as working out material while
sitting at the piano.
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4. CASE STUDY

In the fall of 2005, D. Andrew Stewart was commissioned to
create a work for the Dutch ROSA Ensemble—tenor
saxophone; electric guitar; bass guitar; piano; percussion;
processed audio and live-audio streaming. Musical material for
both pitch organization and processed audio was generated with
the SonicJumper—based on sampled audio from early 1970s
funk music. The composer set himself the task of ‘entering’ the
SOUND WORLD of funk music, without necessarily evoking
the funk idiom. It is important to point out that entering the
funk sound took place at the earliest stage of composition
(generating materials with the SonicJumper). The
performances of the work remained in a similar sound world.
The result, therefore, was a piece of music with a sense of
whole, from it’s inception to its realization.

S. CONCLUSION

There is no greater joy during the compositional process than to
realize you have successfully captured what is in your head, in
your ear or that which your creative spirit compels you to say.
Indeed, composers make great effort over an entire lifetime—
often unsuccessfully—to manifest their true musical thoughts in
an aural form. The challenge is immense; many fail because
there is no exact music to capture an artist’s thought or feeling.
On the other hand, we find ourselves in a unique position of
being able to seize certain modes of communication, for the
first time. Technology that can catch, examine and reproduce
gesture brings us a few steps closer to tapping into learned and
unconscious behaviour. If a composer is willing to use
technology, there is a strong argument for the use of gestural
acquisition for communicating creative thought; or at least, one
is able to examine the relationship between gesture and creative
impulse. In the early days of analog studio composition, Hugh
LeCaine describes an interaction where the studio composer has
intimate control of the musical outcome—the composer is
closer to sound. [8] The SonicJumper reexamines the notion of
proximity. Not only does the jumper bring its user nearer to a
desired sonic result, it also allows for immediate realization of
the creative impulse. If one could derive a maxim concerning
gesture and creativity, the statement would go far in forwarding
the idea that gestural controllers can be successfully woven into
a musical fabric, such that the technological aspect is far less
significant than the overall musical experience.
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ABSTRACT

Mapping has been discussed for decades, yet there is not
standard catalog of mapping methods. The Mapping Li-
brary for Pd is a fledgling library of mapping primitives
with the aim of cataloging existing mapping methods. Also
included are techniques for conditioning sensor data to make
it usable in the context of instrument design.

1. INTRODUCTION

Everything should be made as simple as possible
- but no simpler. - Albert Einstein

Mapping for instruments has been discussed for decades.
There have been a huge range of ideas touted, and many
instruments built and tried. Shared elements and ideas are
repeated, and re-implemented again and again. The foun-
dations of audio have been long since codified with the stan-
dard unit generators, with few audio software packages dis-
regarding them. They have become a basic language to ex-
press ideas in that realm, whether in software or hardware.
There is no catalog of fundamental mapping algorithms, and
little work has been done to build the foundations into soft-
ware.

With no standard framework, instrument designers are
constantly reinventing the wheel, re-implementing mapping
algorithms whenever creating a new instrument. Many map-
ping operations are very common, so it makes sense to have
a software library that includes these operations. Even for
uncommon and more complex operations, having a library of
mapping methods allows the instrument designer to rapidly
test a wide variety of mapping ideas without having to im-
plement them, and even derive some inspiration from scan-
ning the contents of a mapping library and rapidly inter-
changing elements.

In a similar vein, there are a myriad of methods of condi-
tioning sensor data. When using sensors, there is often noise
and errant results. Many useful sensors do not produce lin-
ear data, or even easily modeled curves. There are many

Permission to make copies of all or part of this work for any purpose are
granted under a Creative Commons Attribution-ShareAlike license: http:
//creativecommons.org/licenses/by-sa/2.0/

NIME 2006, June, 2006 Paris, France

Copyright 2006 Copyright remains with the author(s).

106

techniques for conditioning this data to make it straightfor-
ward to use. These techniques are well established in the
realm of electronics [8] [12]. Many of these ideas are very
useful in the context of instrument design and can be applied
in the software realm. Yet there seems to be no catalog of
software algorithms for conditioning, especially when talk-
ing about applying them to instrument design.

This paper aims to start the discussion of what these map-
ping primitives are and describes work towards building a
library of these ideas: the Mapping Library for Pd. Algo-
rithms for processing sensor data are included because many
of them are also used in mapping data, such as applying
transfer functions to shape the data. This library is also
intended to become a catalog of mapping techniques which
can freely be implemented in other ways, with the hope of
developing some standardized terminology.

2. PREVIOUS WORK

I started my work on the topic of mapping with the [hid]
toolkit [9], which mainly focused on streamlining the process
of getting data from game controllers for creating instru-
ments. The [hid]1 object already provides access to a wide
range of devices. In addition, there is work underway on
supporting sensorboxes in a way that follows standards laid
out by the [hid] toolkit objects. The other key part of that
work is the objects for mapping data. Cyrille Henry, who is
a major contributor to the software library, had developed
a collection of Pd objects for sensor processing techniques.
It is these sets of objects that the Mapping Library for Pd
is based on.

There have been a couple of attempts at building frame-
works for creating musical instrument mappings. Two no-
table packages come from IRCAM. "MnM is a set of Max/MSP
externals... providing a unified framework for various tech-
niques of classification, recognition and mapping for motion
capture data, sound and music.” [2] An earlier attempt from
IRCAM is the ESCHER toolkit for jMax [11] which is a set
of objects to address various problems of mapping. Goude-
seune presented his mapping technique based on high dimen-
sional interpolation he calls ”simplicial interpolation” [4] .
While this is an interesting technique that shows promise,
it only addresses a specific approach to mapping and is not
broken up into more generally useful modules. Both of these
are complex systems which show promising results, but they
seem to address the opposite end of the spectrum that this
paper is addressing. They are built from complicated ob-
jects and take a mathematical approach to mapping. While

'a word in square brackets denotes a Pd object
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mathematics are an integral part of mapping, the user need
not experience it in that way.

3. DESIGN IDEAS

When talking about mapping, we are almost always talk-
ing about computer software, anything from custom C code
to Pd patches to application preferences. Therefore it makes
sense to implement a catalog of mapping methods as a soft-
ware library. Mapping is generally represented firmly within
the realm of mathematics. By abstracting the math into
software objects, mapping can be approached as a system of
logic. Software derives its vast power from the encapsulation
of ideas and the reuse of code. Many complex mapping al-
gorithms can be encapsulated into software objects, opening
up new opportunities for exploration. One need not under-
stand much about an algorithm within an object in order
to insert it into a program and play with it. This way of
interacting is much more like how many musicians learn to
play an instrument: they play with it and see what they can
figure out. Having encapsulated software objects, mapping
can be more in this spirit of play, rather than purely a sep-
arate, studied effort. Also, catalog of mapping primitives
aids in teaching and standardized terminology allows more
fluid discussion and exchange of mapping ideas.

This paper covers explicitly defined mapping methods,
where the instrument designer directly controls each as-
pect of the mapping. Other papers cover methods involv-
ing generative techniques or neural networks[3]. While such
systems might be based on the same mapping primitives
as other methods of mapping, it is difficult to derive the
mapping since it is only represented internally to the map-
generating process.

There is still a lack of a set of commonly agreed upon
primitives for the building of mappings. There are many
great ideas about mapping, but lack reusable implementa-
tions. The goal of the Mapping Library for Pd is to first
provide a set of mapping primitives, then to build more com-
plex objects using the primitives. This modular approach
has a number of advantages: the code is easy to read since
its based on encapsulated ideas, code can be easily tweaked
or repurposed since its all written within Pd, and as more
objects get written, it becomes easier to write higher level
objects. These objects be general, making as few assump-
tions as possible for how they should be used. This idea is
key to the design of Pd itself. TCP/IP was famously de-
signed this way, and it has proven itself to be useful in ways
far beyond the original creators’ intentions.

In some ways, this library is a return to basics. Many
interesting yet complex methods of mapping have been pro-
posed and discussed. It seems that its too soon to be moving
onto such complex methods when the basics are not clearly
established. Software has become an integral part of de-
signing new instruments, and it is rare for a new instrument
these days to have absolutely no software component. Map-
ping should then be codified in software beyond being writ-
ten about. Not only is software functional, but it is also a
highly effective method of communicating the ideas related
to mapping, arguably more effective that written language.
There are numerous clearly defined ideas in audio synthe-
sis which are implemented in most computer music software
these days. Much how the standard audio unit generators
encapsulate the mathematics used in synthesizing audio, a
mapping ideas should also be laid out and encapsulated.
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As with the [hid] toolkit, the Mapping Library uses the
data range of 0 to 1 wherever possible for the reasons out-
lined in the paper on that software. Almost all of the map-
ping objects expect input and output data in the same range.
This range is applied everywhere wherever possible, includ-
ing to somethings that might disturb mathematicians, like
[polar], which converts cartesian coordinates to polar coor-
dinates. Even the angle is scaled to the range of 0 to 1. This
allows other mapping objects to be used after the conver-
sion without having to rescale the data. Though the objects
are designed to work within this range, many of them also
work beyond that range. For example, [spiral] has an infinite
range, with 1 representing one full rotation.

Another realm of mapping which has not yet mentioned
are the issues of processing sensor data to make it usable.
Sensors are subject to noise, errant glitches, and unique
properties which make them difficult to use. Like the world
of instrument mapping, there is not a standard catalog of
sensor primitives in the realm of software. Another promis-
ing area of research is data stream processing. The Stanford
STREAM group has created a standard query language for
data streams[10]. This language is oriented towards typical
database applications, but many of their techniques could be
useful in processing sensor data stream. A key part of the
Mapping Library effort is to create software that encapsu-
lates these techniques and make them usable to instrument
designers.

4. EXAMPLES OF MAPPING OBJECTS

There are already quite a few objects implemented, here
are some selected examples: control rate filters ([iir], [fir],

[mpfilter], [lop]); basic transfer functions ([curve], [curve_power],

[gaussian]); interpolation ([wave], [interpolate]); sensor data
conditioning ([hysteresis|, [local-min], [local_max]); testing
([test-n], [box], [stream_presense]); and, ranging and sizing
([resample], [upsample], [downsample], [clip], [distance]). At
the most basic level, the Mapping Library includes objects
for generating various curves over a range. [curve] is an
object that provides a continuum of curves starting from
0 for linear. For positive numbers, the curve is a power
curve, for negative numbers, its a root curve. For people
who want to use standard functions, [gaussian], [sinusoid],
[curve_power], [curve_root], [curve_exp], and [curve_log] are
provided. Scaling is another common operation, so there is
[autoscale] which dynamically scales input data to an out-
put range, [notescale] which scales 0 to 1 to the specified
range of integer note values. Other ranging objects include
[local_min], [local_max], [min_n], and [max_n]. Objects with
the ”_n” suffix mean that they take an numeric argument
which control how many previous values that object should
consider (i.e. apply the function to n elements). Averaging

The mapping objects are built from the ground up from
quite primitive operations into higher level objects. For ex-
ample, the [spiral] object is built using the [polar] object,
which is in turn built using the [vector] object, which uses
[radians-;mapping]. The objects names have been carefully
chosen to accurately represent the idea with a minimum of
confusion. Commonly used words for certain methods were
adopted wherever possible, for example with [diverge] for
one-to-many and [converge] for many-to-one since these are
words commonly used to describe such mappings [5]. Some
unusual words are used, like [disjoin], because it makes sense
with its opposite operation: [join]. This is just a fledgling
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Figure 1: A Pd patch showing the mapping of The
Ski’s pitched mode.

effort, so the names are bound to change as things develop.

S.  BREAKDOWN OF EXISTING MAPPINGS

To explore these ideas, the mappings of two specific in-
struments are analyzed and reproduced using the Mapping
Library for Pd. There is a huge variety of new instruments
and wide range of ideas for mapping. These instruments
where chosen because they have been played extensively,
performed in concert, and each instrumentalist has achieved
a high level of fluency with his instrument. Instruments that
are regularly played will have a more honed mapping, and
the spotlight of performance is excellent at drawing exposing
problems.

5.1 The Ski Angular Mode

With Huott’s Ski [6], he outlines four different modes for
mapping the tactex pads to controlling samples: linear, po-
lar, angular, and linear velocity. All of these can be easily
implemented using exisiting mapping objects. For example,
here is how to implement angular mode. First, [autoscale]
automatically scales in the incoming data to a floating point
range of 0 to 1. The scaled cartesian coordinates from the
tactex pad are then fed to the [polar] object, which converts
the data to a magnitude and angle. The angle is output in
the range of 0 to 1 instead of the more usual -7 to m. The
allows other mapping objects to be easily chained after the
[polar] object.

5.2 The Ski Pitched Mode

The front pads are used in a pitched mode, this layout is
diagramed in Figure 4 of Huott 2002. First, the pads are
split into left and right sides using [disjoin]. The left side
is reversed using [reverse]. The cartesian coordinates are
converted to polar, then the angle of the unison line is cre-
ated by subtracting 0.03 from the angle (represented from
0 to 1 not -7 to m). The data is then converted back to
a rotated cartesian plane, and the Y value is taken to con-
trol frequency. The range is split into 24 semitones and a x>
transfer function is applied to allow glissando between notes.
The range is multiplied by 2 to span 2 octaves, then con-
verted to frequency with a base note of F#1. The pressure
data is curved logarithmically to control amplitude.
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Figure 2: A Pd patch showing the mapping of the
Voicer.

5.3 The Voicer

Kessous developed his Voicer [7] using a tablet and a joy-
stick as controllers. The tablet controls the pitch and am-
plitude while the joystick navigates a timbre space of vowel
sounds. Pitch is derived from the polar angle, in a spi-
ral. The [spiral] object does this using [polar] to convert
to polar coordinates, then it keeps track of rotations. Since
the [spiral] object has a ”clockwise” argument in the patch,
the data increases in the clockwise direction, rather than
counter-clockwise as is usual with polar coordinates. [step-
per] converts the linear angle data from [spiral clockwise]
into a stepped line. The first argument of 12 creates 12
steps within the range of 0 to 1. Each step locally curved
according to the transfer function specified by the last argu-
ment/inlet. This curved by taking the input and raising it to
the power specified by the transfer function argument /inlet.
The output of [stepper] is then converted into frequency val-
ues, with an angle of 0 equal to the beginning of the F#4
segment. In Arfib, et at, 2002, Figure 5 displays a graph
of the output of the [stepper] object. It is built using other
Mapping Library objects: [segment], [curve_power], and [de-
segment]. [segment] is in turn built using [disjoin], and [de-
segment] is built using [join]. For the amplitude control,
the pressure in taken from the pen using the [tablet] object,
which outputs all axes in the range of 0 to 1. The pres-
sure data is then curved logarithmically using [curve_log],
to match the human perception of amplitude.

6. CONCLUSION

The process of analyzing these two instruments has af-
firmed many of the existing ideas in the Mapping Library
for Pd, and has exposed a number of weaknesses and omis-
sions. Many interesting approaches to mapping, such as a
multi-layered approach discussed by Arfib[1], Kessous, Wan-
derley, do not seem inherently compatible with these current
objects. This is just the beginning, but these two exam-
ples clearly demonstrate that there is promise to this ap-
proach to mapping. With a flexible toolbox of mapping
methods, instrument designers can experiment more fluidly
with mapping ideas. With a catalog of mapping methods,
we can more easily discuss new mapping ideas and demon-
strate them using code.
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7. FUTURE WORK

Now that the basic foundation has been laid, a more ob-
jects will be created to work towards completing a catalog
of sensor processing and mapping methods. Also, follow-
ing up on the [hid] toolkit, we aim to create a framework
for working with raw sensors and sensor boxes, and making
them interoperate with game controllers and the Mapping
Library for Pd. This will lead away from a focus on music
and hopefully towards a more generally useful library, con-
tributing towards visual instruments, mapping for interac-
tive installations, robotics, or whatever needs data mapped
to controls.
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ABSTRACT

LINE is an interactive installation that enables a synchronous
expression of sound and light. Audiences can simultaneously
control sound and a three-dimensional light object which appears
in a cylindrical tank of water. By moving a hand-held control
device in the air, audiences can experience a harmonious
expression of sound and light.

Keywords
Sound and light relationships, three-dimensional light object, arm
gestures, interactive installation.

1. INTRODUCTION

In the field of classical music, musical harmony has been
researched on a systematic and theoretical basis. Here, certain
aesthetic standards have been derived from the ratio in frequencies
of sounds [1]. The first goal of this project is to link such harmony
of sounds with visual harmony expressed by lights, colors, etc.

We aimed to create two types of expressions. The first is an
interactive exhibit using integrated light and sound that have
corresponding parameters. The other is an expression where the
audiences can visually experience harmony of sounds.

On another note, in the field of Interactive Installation and Media
Art, there have been various works with simultaneous audiovisual
expression that use projectors. Previous works of interactive
audiovisual installation that use projectors include the series of
works by Golan Levin [4, 5], and “Piano — as image media” by
Toshio Iwai [2].

However, since projectors themselves are originally made for the
purpose of projecting images on a flat screen, such visual
expressions naturally remain two-dimensional ones. Another goal
of this project is to create a three-dimensional expression using a
projector, which is generally versatile and easy to control.

Permission to make digital or hard copies of all or part of this work for
personal or classroom use is granted without fee provided that copies are
not made or distributed for profit or commercial advantage and that
copies bear this notice and the full citation on the first page. To copy
otherwise, or republish, to post on servers or to redistribute to lists,
requires prior specific permission and/or a fee.
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110

Figure 1. Three-dimensional Light Object

Figure 2. The sideview of LINE

Therefore, we examined and developed a set of original software
and hardware: the LINE system. LINE’s hardware enables the
generation of a three-dimensional light object using two-
dimensional images emitted by projectors (Figure 1). LINE’s
software processes the input from a hand-held control device, and
then carries out sound synthesis and generation of two-
dimensional images corresponding to the input. As result, this
system enables an interaction with both sound and the three-
dimensional light object (Figure 2 and Figure 3).
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Figure 3. Audience operating LINE

2. HARDWARE IMPLEMENTATION

The LINE system outputs multiple light beams from an LCD
projector that creates a three-dimensional light object. As shown
in Figure 4, the space where the light beams intersect becomes
relatively brighter, thus creating a light object. The light object
appears to illuminate in space where the beams intersect, with
light beams flaring vertically outward from its center.

Intersection

Light beams

Figure 4. The basic concept of this system

Figure 5 shows the hardware diagram of this system. The
hardware consists of a body (450mm wide x 1200mm high), an
LCD projector, mirrors, a cylindrical tank filled with water, a PC,
and speakers. A SHARP PG-B10S projector is used.

The PC (a Windows machine) processes the input from the control
device and outputs image data to the projector and sound data to
the speakers. The projector is set at the bottom of the body with
its lens pointing upward, projecting two-dimensional images that
creates the light beams.

The courses of the beams are altered by the mirrors as they are
projected upward. The beams intersect at a given space inside the
water tank set on top of the body, creating a light object. Water
soluble dye was mixed in the water to increase the visibility of the
light object. Also, the two-dimensional images emitted from the
projector can be manipulated to adjust each of the light beams,
thus enabling the system to control the size, color, and position of
the light object, as shown in Figure 6.

Cyrindrical

tank of water

Light Object ———

Light beams —

PC

Projector —

Speakers

Figure 5. Hardware diagram

Figure 6. Variations of Light Object
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3. SOFTWARE IMPLEMENTATION

Three main functions constitute the LINE’s software:

The first function is that it processes the input from the control
device. Audiences holding this control device can control the
sound and the light object just by swinging their arm.

The second function is that it carries out sound synthesis. Every
beam corresponds to 1 synthesizer. This synthesizer is a simple 2
operators FM synthesizer implemented using the real-time audio
I/O C++ classes of Gary Scavone’s RtAudio [6, 7], and its
parameters can be modulated independently.

The third function is that it generates two-dimensional images. As
shown in Figure 7, this system generates quite simple images,
which are emitted using the projector as beams. Each source of the
beams corresponds to 1 synthesizer, and their colors can be
controlled individually.

Figure 7. An image generated by LINE’s software

3.1 Interaction using Arm Gestures

The control device uses a gyro-sensor and converts the input from
the arm gestures to mouse pointer values, X and Y. The software
measures the change in the values of X and Y in a given time, and
carries out sound synthesis and image generation according to the
mappings shown later.

When the audience holding the control device swings up his arm
in a large and quick motion, the light object and sound emerges or
vanishes, as with a lamp.

If the audience slowly moves his arm up and down when the light
object is visible, the light object moves vertically along with the
arm’s motion. Likewise, a slow, horizontal motion of the control
device changes the light object’s size (See also Table 1 and Figure
8).

Table 1. Light Object and arm gestures correspondence

Light Object Properties Arm Gestures Properties

position vertical motion (Y axis)

size horizontal motion (X axis)
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Figure 8. Light object is controlled by arm gestures

3.2 Mappings between Synthesizer and Beam
Mappings between synthesizer’s parameters and beam’s
parameters are as given in Table 2.

Table 2. Mappings between Synthesizer and Beam

Synthesizer Properties Beam Properties
frequency color
harmonics size
amplitude brightness

The synthesizer’s frequency corresponds to the beam’s color.
Using hue and saturation in terms of HSB color space [8], precise
correspondence between frequency and color is represented in the
following equation:

freq=20x plios ]+

where fieq is frequency (in Hz),
s 1s saturation, 0 <s < 1.0,
hishue,0<h<1.0

The brackets surrounding 10s represents a floor function. Thus, if
we increase the synthesizer’s frequency from 100Hz to 1000Hz
continuously, the beam’s saturation increases while its hue returns
to the same value as at 100Hz at the time of 200Hz, 400Hz and
800Hz.

Frequency is made to correspond to hue and saturation so that the
harmony of sound and that of light can be attained simultaneously,
using the similarities in the characteristics of visual and acoustic
senses. When the frequency doubles, the resulting sound is
recognized as being in the same “pitch class” as the original sound.
At the same time, colors can be presented in a “hue circle”, where
colors moving across a spectrum circulate, eventually returning to
its original color [8]. Also, by using saturation to express the
general bandwidth of the frequency, we are able to avoid the
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colors at, for example, 100Hz and 200Hz from having exactly the
same colors.

The synthesizer’s harmonics correspond to the beam’s size. If we
increase the beam’s size, we hear resonant sound derived from the
increase in FM modulation index. Thus horizontal motion of the
control device changes harmonics of sounds as with the size of
light object made up by the beams.

The synthesizer’s amplitude corresponds to the beam’s brightness.
If we increase the beam’s brightness, the synthesizer’s sound
becomes louder.

3.3 Rule for Harmonious Sound

As time progresses, each synthesizer’s frequency changes
autonomously according to the following rule. Each synthesizer
compares its frequency to that of a neighboring synthesizer.
Unless the ratio of the two is in harmonious relationship, where
the ratio of the frequencies is in simple integer such as 2 or 3, the
synthesizer’s frequency changes.

For instance, if this rule is applied to an initial state where each
synthesizer’s frequency is set at random, some of them that are in
harmonious relationships are gradually collected together, until
eventually every ratio of the synthesizer’s frequencies is in
harmonious relationship (See also Figure 9). Also, as the
frequencies change, the beam’s color changes according to the
mapping mentioned above.

1 synth. corresponds to 1 beam

2 clusters
(in harmonious relationships)

§ Synth,A !

synth. B 1 cluster
2 RTEaREl

Synth. C

Synth. D

Synth. E

Synth. F

Figure 9. Clustering process

4. EXHIBITION

This installation was exhibited for 3 days during iii Exhibition 4
[3]. It was exhibited using a space approximately 2.5 meters x 2.5
meters surrounded by a curtain.
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5. CONCLUSION

We present here an expressive installation that enables an
audience to interact with integrated sound and light. We
developed a hardware that generates a three-dimensional light
object and a software that processes the control device’s input to
generate sound and light.

As for the relationship between sound and light, when the sounds
were split into two or three clusters in frequencies, we were able to
express the light in two or three clusters as well. As a result, we
were able to express a mutually complementary relationship of
auditory and visual experiences.

Although the light object only move vertically at the present time,
it is possible that the light object will be able to move horizontally
as well as three-dimensionally in theoretical.

In the future, we will further enhance the expression of this
installation by adding horizontal and three-dimensional motion to
the light object.
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ABSTRACT

This paper reports on ongoing studies of the design and use of
support for remote group music making. In this paper we
outline the initial findings of a recent study focusing on the
function of decay of contributions in collaborative music
making. Findings indicate that persistent contributions lend
themselves to individual musical composition and learning
novel interfaces, whilst contributions that quickly decay
engender a more focused musical interaction in experienced
participants.

Keywords

Music improvisation, creativity, group interaction, design.

1. INTRODUCTION

Music making is inherently a social activity, yet a vast
majority of our musical instruments are designed to be used
by individuals. Such instruments rely on physical proximity
to foster group music making i.e. being in the same space as
others. Whilst we have embraced new forms of group verbal
communication such as text messaging on mobile phones, for
many of us informal and pervasive group music making has
lost its place as an everyday form of social interaction [6].
Reviews of support for music collaboration [1] indicate that
remote group music making is a field ripe for exploration yet
there is little work investigating support for remote group
making, let alone exploring what it might mean to engage in
such activities.

We believe that we can start to design richer and more
satisfying musical experiences by understanding what
encourages and supports mutual engagement between people
as they interact with each other. We characterize mutual
engagement as points at which participants start to play with,
and explore their interaction with others over and above the
mediating devices involved. At these points participants start
to rely on their shared beliefs and understandings of what is
going on, what might happen, and who might do what in the
interaction. Such points are crucial in group music making
which relies heavily on both shared expectation and
experimentation. Indeed, group music making is a pertinent
example of a basic form of group creativity which has many
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parallels to normal verbal conversation including being
multimodal and co-present.

The rest of the paper is organized as follows: First the design
of a novel group music making tool is outlined, then a study
of the effect of persistence of contribution has on mutual
engagement is detailed followed by discussion of the
emergent patterns of use. Finally the paper is concluded with
some discussion about implications for the design of group
music making tools.

2. DESIGN

Daisyphone is an on going design project [2, 3] whose aim is
to support remote group music making. By remote music
making we refer to the form of musical interaction which is
somewhere between improvisation and composition;
participants can jam together and yet the resultant music is
persistent and editable. In previous work we identified four
design features which we believe contribute to the support of
mutually engaging collaborations and which we employed in
the design of Daisyphone: Localization within the artifact
being co-produced; Mutual awareness of actions; Shared and
consistent representations; Mutual modifiability of
contributions.

The Daisyphone user interface is illustrated in figure 1. Notes
are lower in pitch towards the edge of the circle. As the grey
arm rotates clockwise, the notes underneath are played, so each
of the spokes represents notes played at the same time. Hues of
notes indicate who contributed them (this provides mutual
awareness of actions), and intensity of color represents the
volume of the note. Different shapes represent different
instruments including piano (circle), and percussion
(diamond). Volume and instrument are modally controlled
from the four central spokes.

In Daisyphone’s current form up to 10 remote participants can
create and edit a short shared loop of music semi-
synchronously — typically updates take under one second to
be shared. This provides support for a form of remote group
music making whilst requiring little network bandwidth. As
with other remote group making tools such as WebDrum [4],
Daisyphone works by clients sharing indications of musical
contributions via a central server through the internet so
providing a shared and consistent representation of musical
loops being constructed. There is no ownership in Daisyphone
— people can edit each others’ notes and play the same
instruments supporting mutual modifiability. As well as
sharing musical contributions, Daisyphone also shares
graphical annotations on and around the music composition
space; drawing occurs whenever the mouse button is pressed
which results in a ‘messy’ form of interaction. This annotation
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is intended to support both /ocalization within the

composition, and social and discursive exchanges

Previous studies [2, 3] have identified several design issues
with Daisyphone and its support for group creativity. In this
paper we explore the nature of persistence in contributions. In
pervious versions of Daisyphone all contributions were
persistent. It quickly became clear through studies that
participants did not clear up after themselves and the musical
space quickly became saturated with notes which created a
cacophonous noise. The ability to move to new, clean,
sessions was one of the first design developments and resulted
in the circular session selector illustrated in the top left of
figure 1. However, further studies showed that this still was
not sufficient to promote flowing and engaging musical
interaction — participants simply got bogged down in a sea of
contributed notes. In order to investigate the effect of
persistence of musical contribution, a new version of
Daisyphone in which notes disappear was developed (referred
to as the decay version). Only the notes are transient, therefore
the graphical annotation created when the notes are
contributed remain providing some visual cues to the
contributions (a form of history of contribition). The rate of
decay of the notes is critical to the design — too quick and
coherent sharing of music will not occur given the semi-
synchronous nature of the infrastructure; too slow and the
musical space will continue to became overcrowded. For the
studies here, decay is created by halving the volume of notes
every time the arm passes over them. This typically gives 3
plays of a loud note before it disappears which appears from
initial studies to be sufficient for co-ordination.

\ J%E ‘\,\U}\EK‘
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» =
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Figure 1: Daisyphone interface

3. STUDY

The aims of this study are twofold: 1) To investigate the effect
decay of contributions has on remote group creativity in
music; 2) To further explore the nature of remote group music
making in general.

3.1 Format

Ten post graduate students studying Advanced Methods in
Computer Science at the authors’ institution were set a piece of
coursework in which they were asked to:
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e Use both the persistent and decay versions of Daisyphone
to remotely create music together over three weeks.

e Perform their piece of music for the rest of the group.

e Analyze and report on the interaction that took place in
Daisyphone in both versions.

The students grouped themselves into 3 groups. They had a
wide range of musical ability from novice to proficient
musicians playing in bands. None had ever used a tool like
Daisyphone before.

Participants were asked to report on whether, and how, they
experienced flow as a group [7]. We also asked the participants
to identify points of attunement between each other on a three
point scale: Acknowledgement —they were aware of the
contributions of another; Mirroring — they mirrored, or
reflected, others’ contributions; Transformation — they
transformed others’ contributions (indicating a high level of
mutual engagement). These reports and ensuing discussions
are used in the rest of this paper to help make sense of the
observed behavior. Flow was categorized in terms of: Chance
of completing the activity; Ability to concentrate on what
they’re doing as a group due to clear goals and adequate
feedback; Deep, effortless involvement with a reduction in
concern for external factors; Sense of control over actions;
Transformation of time.

Additionally, logs of all actions in Daisyphone were stored for
later re-play and analysis.

4. PATTERNS OF USE

This section outlines the patterns of use and behavior that
took place in the study with the persistent and decay versions
of Daisyphone. Initial analysis of logs are presented here —
detailed analysis is currently being undertaken. An average of
8 sessions with the persistent version and 3 sessions with the
decay version were recorded for each group. Each session
lasted on average 16 minutes for the persistent version and 12
minutes for the decay version.

Participants reported being fairly relaxed about deleting other
participants notes and making modifications to their
contributions. This is in contrast to previous studies and
ongoing public use where reluctance to edit others’
contributions is evident. We suggest that this is due to the
nature of the exercise set (‘you must create a piece of music
together for performance later’) and the social situation (they
all knew each other quite well and had possibly worked
together before).

4.1 Patterns of Use with Persistent Version

As with ongoing analysis of the use of Daisyphone, in both
versions the participants tended to spend the first parts of
their sessions exploring Daisyphone on their own. Typically
in the shared environment this meant working in a particular
quadrant of the loop of music. Once participants were able to
understand Daisyphone’s interface they then moved on to
working in other areas to develop longer tunes or contribute to
other participants’ work.

Interestingly, an informal role assignment developed when
using the persistent version with participants tending to stick
to one instrument. Moreover, a ‘leader’ tended to emerge
during the sessions. This person typically constructed the
main melody which was then supplemented by others in the
group. Daisyphone has no explicit mechanisms or guidance



Proceedings of the 2006 International Conference on New Interfaces for Musical Expression (NIME06), Paris, France

for how to divide the collaborative effort, so we believe that we
are starting to see here some emerging behavior which could
give us insight into how to develop more engaging
collaborations in the future. We suggest that role assignment
emerges naturally and does not need to be explicitly built in
to the interface i.e. in this case there was no need for ownership
control of instruments as participants negotiated it
themselves.

In pervious studies we noted that participants tend to write
their name on Daisyphone. Given the ongoing nature of
Daisyphone public trials, and the informal nature of other
trials, we suggested that this name writing was a form of
stating ownership - saying ‘This is mine’. From post study
discussion it became clear that participants were using their
names as presence and authorship indicators — saying ‘This is
me’. Furthermore, as the study progressed, participants started
to use shorter and shorter tags — starting from more explicit
versions such as ‘Hi, its me, Nick’, to abbreviated versions
such as ‘Nick’. Daisyphone was designed to provide mutual
awareness of actions through shared and consistent
representations of: the current state of the shared loop,
different hues for each participant, and a flicker on the session
selector when activity occurs in that session. We suggest that
the emergent and conventionalized behavior of writing one’s
name on entry to a session indicates that the messy nature of
the interface additionally supports the informal evolution of
expressions of identity. To this end we do not believe that the
introduction of explicit identity into the interface is necessary
or worthwhile. Interface features such as pictures, textual
names, efc. add an unnecessary layer of interaction (setup,
login, and so on) which we seek to avoid in the development
of informal, ad-hoc, serendipitous musical interfaces.

4.2 Patterns of Use with the Decay Version
The use of Daisyphone with decaying contributions was not as
engaging we had as anticipated. Participants complained that
they could not keep up with the required contributions and
that sessions tended to become unstructured and
uncoordinated. Experience with Daisyphone as a musical
instrument was a key factor in engagement with the decay
version — the more experience participants had, the easier they
found the decay version to handle.

When looking back over the logs of the interactions it is clear
that in the version with decay participants tended to make
musical ‘gestures’ rather than placing individual notes as they
had on the persistent version. This is illustrated by the amount
of annotation in figure 3 which reflects the creation of music
through gesture rather than placing of notes as in figure 2.
These gestures tended to be quickly drawn lines which could
easily be replicated to keep the tune going. Perhaps providing
an even more fluid form of interaction where gestures are
interpreted around the Daisyphone would provide easier ways
to create musical motifs in real time. It was also clear that the
decay version required more focus on the music, and much less
discussion of pieces, with participants having to keep musical
motifs in their head in order to keep a tune going. In some
ways this makes the decay version more akin to conventional
group musical improvisation where typically the music and
gestures provide for communication between participants as
opposed to speech (or text in Daisyphone).

Anecdotally, there were more reports of experimentation with
compositions with the decay version as the space did not
require cleaning up. However, the persistence of annotation
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which provides some history of contributions did not prove as
useful as anticipated as the proliferation of contributions
meant that there were a lot of indications of old notes as
illustrated by the mess of graphical lines in figure 3. Perhaps
the sequence of contributions also needs to be indicated in
some way.

Figure 2: Persistence Figure 3: Decay

Also, interestingly there was anecdotally more convergence of
tunes between participants with the decay version i.e. they
started to attune to each other and make similar tunes within a
group more quickly than they did with the persistent version.
This indicates that decay may encourage quicker convergence
of musical patterns after a period of experimentation. However,
participants felt that they experienced flow as a group far less
when the notes decayed as they felt anxious about making
enough contributions, and felt that they had lost some control
of the situation. So, it seems that whilst they mirrored each
other more quickly, they did not transform each others’
contributions as they disappeared too quickly.

In terms of organization, participants found that with the
decay of notes the division of labor was more egalitarian. That
is, there was no longer the typical emergent leader of the piece,
instead participants contributed what they could, with the
tendency to converge quickly on a musical theme (if one could
quickly be established).

Unexpectedly, participants tended to make non-overlapping
contributions as with the persistent version. We had expected
that when notes decay participants would start to make more
contributions at the same time (as with conventional music
playing). This may be a feature of the way music is made with
Daisyphone rather than an indication of mutual engagement.

Finally, from analyzing the logs it is clear that participants
contributed notes more frequently with the decay version (e.g.
one group made approximately twice as many contributions
per minute with decay versus persistence). This is clearly
because of the amount of contributions that are needed to keep
a tune going when the notes disappear. Figures 4 and 5
illustrate overviews of Daisyphone generated by the log tool.
In these diagrams time is represented horizontally from left to
right, and points in the timeline indicate a contribution of
some sort with each column representing one second of
interaction. Thus the amount of activity is indicated by how
tall the columns are. As with Daisyphone itself, colors
represent users — in figure 4 there are two users represented by
green and blue, whereas in figure 5 the users are represented by
purple and pink. Note that there are multiple saturations of the
same color as saturation represents the volume of the
contribution. Yellow points indicate the removal of notes in
Daisyphone. In figure 5 we see the timeline for the example
session shown in figure 3 lasting 13 minutes where
contributions decay over time. There are several peaks
throughout the interaction, and the total number of
contributions 4230. In contrast, figure 4 illustrates the
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interaction in the persistent version over 11 minutes with
fewer peaks (in this case these peaks are actually points at
which writing takes place in the interaction whereas in the
decay version they are musical contributions) and
approximately half the number of contributions.

Figure 4: Example Persistence timeline

Figure 5: Example Decay timeline

i

5. Discussion

The key implication with respect to the decay of contributions
is that contributions should only start disappearing once
people have learnt how to usefully make them. We had
expected the converse to be true — that when contributions
decay it would be easier to learn the effects of the interaction
through experimentation. So, we suggest that in order for
creative musical experiences to become more engaging
people’s contributions should become more transient as they
become more experienced, whilst support for the logistics of
collaboration remain constant e.g. mutual awareness of actions
should not change. We can usefully relate this to
Csikszentmihalyi’s analysis of flow and its relation to skills
and challenges [5] as illustrated in figure 6. From this point of
view, in order to experience flow one should have an
appropriate match between the skills that people have and the
challenges they are encountering — high levels of skill with
low challenge leads to boredom, whereas high challenge with
low skill leads to anxiety. As people become more skillful in
relation to the activity they need to encounter greater
challenges to remain in a flow experience.

High

Amxiely

Uhalkenjes

Haredane

Liww Skills High

Figure 6: Flow, skills, and challenges, adapted from [5]

In the case of Daisyphone we believe that with persistence
people became bored of the interaction as the challenge was no
longer sufficient for their skills, whereas with decay
participants were initially anxious, but some did increase their
skills enough to experience flow as illustrated in figure 6. We
suggest that as people become more skilled with the interface
the rate of decay should gradually increase so that the
challenge is sufficient for a flow experience, as illustrated by
the desired interaction in figure 6. This could either be done
automatically as time passed, or under user control as they felt
boredom approaching. Doing so would provide people with an
experience of music in which their initial low skills are
supported by persistence of contribution, so not being too
anxiety provoking, whilst boredom is abated by increasing the
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challenge (decay). Moreover, we suggest that by keeping the
collaboration support constant the participants will become
more engaged with each other as well as the product at hand.
We would expect to see more convergence of music, and
hopefully more reliance on others’ contributions in the joint
production. Furthermore, we believe that the decay of
contributions by skilled users could be usefully employed to
engender mutual engagement in other group creative tools
such as brainstorming, problem solving, and so on.

6. Conclusion

This paper presents observations on the use of a novel group
music making tool in two versions: one where musical
contributions persist, and one where they decay. We suggest
that allowing variable amounts of decay in an interface will
allow the challenge of an interface to change to reflect the
skills of participants and so hopefully more flow experiences
will occur. Moreover, it will support increased engagement
between people as indicated by more convergence and
borrowing of other people’s ideas. These are useful features for
group music interfaces as well as other creative applications.

Additionally, we feel that the ‘messy’ nature of Daisyphone
provides a useful interaction metaphor which informally
supports many aspects of the logistics of collaboration
including identity, awareness, history, localization, and the
development of communicative conventions. We argue that
the introduction of explicit support for these features of group
interaction is unnecessary and instead suggest that more
messy support will encourage people to intuitively develop
their own conventions.

The key issue we are going to pursue next is how to flexibly
manipulate the decay of contributions both graphically and
musically without disturbing the participant, whilst still
keeping the challenge, engagement, and flow to the forefront
of their experience.
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ABSTRACT

An interactive music environment to support real-time

jamming by novices and amateur musicians over a net-

work is described. JamSpace takes advantage of the low

latency and connectivity of a local area network (LAN) to

allow real-time rhythmic collaboration from isolated loca-

tions. Several demonstrated needs that motivate the de-

sign are discussed in detail. These include technologically-

mediated ways of restoring casual social interactions to the

domain of music creation and the preservation of anonymity
and privacy for amateur musicians in a group setting.

JamSpace’s design addresses these needs with a novel hard-
ware and software interface incorporating listening, private

rehearsal, mixing, looping tracks and real-time jamming.

User-configurable levels of interactivity are analyzed in

terms of social spaces.

Keywords

Collaborative interface, remote jamming, network music,
interaction design, novice, media space

1. INTRODUCTION

Most would agree that music is an inherently social ac-
tivity [30], but since the introduction of recording and
broadcasting technology, people’s musical experiences have
become increasingly private. Before these technologies,
the only way to hear music was to play it yourself or hear
others play it “live”, which normally entailed attending a
performance with other people. Whether concert music or
explicitly social music for dancing, it was an experience
to be shared. Broadcasting technology allowed people to
listen to distant music in their homes. Soon, recorded mu-
sic could be produced in an isolated studio, to be heard
later in a private setting. Multi-track recording allowed
musicians to collaborate on a record without ever meeting
or playing together. Eventually, portable music players al-
lowed people to have private music experiences anywhere,
even in public places.

Private music listening is not necessarily undesirable,
but there is evidence that the social nature of music is
reasserting itself, often from a grassroots level, and often
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using technology. The Walkman existed concurrently with
portable stereos (boom-boxes) in the 1980s, and was much
less expensive at the time. Yet everyone is familiar with
the image from that time of a person playing recorded
music in public from a large boom-box perched on his
shoulder. Regardless of the societal merits of this practice,
it represented a clear desire to share the music listening
experience, even in the face of cheaper, less cumbersome
personal listening technology. In more recent phenomena
such as iPod jacking [33], podcasting and sharing playlists,
people have leveraged essentially personal technologies to
create a social aspect to music listening. These examples
imply that while our concept of music may be changing,
it possesses some fundamental properties that compel us
to share musical experiences.

Until quite recently, however, there have been relatively
few examples of technologies designed with the deliberate
aim of fostering social musical experiences. Karaoke is
probably the most notable historical example. Whether
in its sing-along or more intimate karaoke-box form, it
brings together groups of people to “create” and listen
to music, drawing on a shared knowledge of the popular
music repertoire. Even karaoke itself was not designed top-
down — it appears to have grown somewhat organically as
a technological enhancement of a Japanese tradition of
amateur music performance at social gatherings [34].

Just as technologies have been leveraged to create new
social modalities for listening to music, they also have the
opportunity to reintroduce casual social contexts for mak-
ing music. Emerging technologies are beginning to address
needs for technologically-mediated interactive social expe-
riences, musical [6, 27] or otherwise [13], now by design.

The initial motivation for JamSpace was to create a dis-
tributed music application for a large local area network
(LAN), to be used by amateur or novice musicians for
recreation. There are a number of precedent application
for music over networks, but most are either created by
performers for their own use, or are designed for experi-
enced musicians [1].

The technology of a large LAN, as in a hotel, office build-
ing or university campus provides two important features
that are leveraged in the design of JamSpace in order to
suit novice musicians. These are 1) low latency, and 2)
connectivity in isolated locations. The design of JamSpace
makes use of these features to offer constrained, real-time
rhythmic performance with a user interface that maintains
privacy and anonymity. The rationale is that privacy and
anonymity allow users to engage the interface at their own
pace, without inhibition or intimidation. Furthermore, in-
dividual users are given control over the level of inter-
activity. A metaphor of a flexible, configurable space is
developed below to illustrate this idea.
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Table 1: Networked Music Systems

System Locations | Time Sound

FMOL [20] WWW RT SW synth

Jammin’ on WWW Non-RT | SW synth

the Web [9] (remote)

NetJam [21] E-mail Non-RT | MIDI Synth

Network-centric LAN RT Audio

music perf [17] (local)

NINJAM |[25] Internet Synced Audio
(remote) | Non-RT

Public Sound WWW Near- SW Synth

Objects [2] (remote) RT

SoundWIRE Internet2 RT Audio

(Jamming) [28] (remote)

2. CONTEXTS

As an interdisciplinary endeavour, the design of a novel
music interface should be situated in terms of relevant con-
texts in a number of different fields. The design of a col-
laborative networked music application for novices in the
contexts of network music, media spaces and online virtual
environments is discussed below.

2.1 Network Music

Networks have been used for making music for some
time. Network music systems can be categorized in terms
of the locations of the of the performers (local vs. re-
mote), the temporal quality of the interaction (real-time
vs. non-real-time), and the nature of the sonic material
(audio vs. synthesis). Selected network music systems are
summarized in terms of these criteria in Table 1.

2.1.1 Location

Due to bandwidth constraints, most early network mu-
sic systems used LANSs, where data or audio were shared
in real-time [4, 16]. LAN applications tend toward cus-
tomized avant-garde performance systems. While LANs
can span buildings or small areas, LAN music systems gen-
erally preserve the face-to-face nature of traditional mu-
sic performance, focusing on new ways for performers to
collaboratively synthesize and process sound in real-time.
The inherent latency and bandwidth constraints of the In-
ternet limit the degree to which these can simulate same-
room interactions, but distributed applications can poten-
tially include large numbers of users and provide radically
new modes of interaction [20, 31].

2.1.2 Time

Data transit times of different networks are continuously
variable, making it difficult to define a precise boundary
between real-time and non-real-time. For the purposes of
this discussion, real-time is defined as a best-effort attempt
to have a local control cause an immediate response on a
remote computer. Real-time systems therefore strive to
appear synchronous from the users’ perspectives, although
this is not always achieved. Average transit times on a
LAN are typically around 1 ms [12], and are at least one
or two orders of magnitude longer on the Internet or other
dedicated long-distance networks, depending on the dis-
tances involved. Synchronous real-time performance over
Internet is a challenge do that particular network’s inher-
ent limitations.

The temporal characteristics of a network have profound
influence on the interactions it can support. Tanaka [31]
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likens this idea to the intrinsic connection between musical
genres and the environments in which their performance
practice developed. One would not play bebop in a re-
verberant cathedral, for example. In fact, bebop would
probably not have developed as it did if Charlie Parker
had not been playing in jazz clubs. Network music sys-
tems may account for the temporal characteristics of the
network in their sound design — using a slowly-varying syn-
thesis algorithm for example, so that the effects of latency
are less pronounced [20]. Some even exploit network delay
as an integral part of their operation [11, 24, 29].

2.1.3 Sonic Material

Until recently, real-time processing and delivery of high-
fidelity audio were limited by computing power and net-
work bandwidth. Most early efforts therefore used synthe-
sized sound that could be rendered locally on each machine
or on a separate synthesizer [4, 21]. The network then only
had to transmit much more compact control information,
usually in the form of MIDI. Among the humblest sys-
tems was NetJam, which allowed users to edit MIDI files
by email [21]. A now-defunct system known as ResRocket
claimed to allow users to jam in real-time via the Inter-
net using MIDI, though they had to cope with long and
unstable delays inherent to the Internet.

Systems using audio either make use of the high band-
width and low latency of a LAN [17] or dedicated research
network [28] in order to facilitate real-time interaction,
or else use non-real-time (or “fake-time”) technology [25].
While it does not allow jamming with live instruments,
synthesized sound has the advantage of engaging users who
do not have musical instruments. Furthermore, it allows
a deeper level of interaction design, where the sonic con-
tent and available controls can be appropriately designed
for the spatial and temporal characteristics, as well as the
users of the system. This can foster novel interactions, as
in [1, 20, 29].

2.2 Media Spaces and Online Games

Media spaces typically consist of isolated locations linked
by audio and video connections in order to create the
metaphor of a seamless physical space for the purpose of
collaborative work. Gaver [14] arrives at a similar conclu-
sion to Tanaka with respect to media spaces, recognizing
that virtual spaces do not support the same kinds of inter-
actions as the real world, in spite of the metaphor. This
is strongly related to the theory of affordances, which in
psychology describes the relationship between properties
of a system and the actions that can be taken on it [15].
Extended to the fields of HCI and design, affordances be-
come the actions or rather the “perceived actions” that
can take place by a user on an interface or object [26].

In spite of the recognition that technologies can create
new modes of interaction, media spaces and many online
virtual environments don’t try to create new paradigms.
For the most part, these try to imitate face-to-face in-
teractions in a virtual world. This has led to criticism
in the literature that network-based interactions are “un-
natural” or inherently inferior to face-to-face interactions
[23]. Many are indeed unsatisfying, but this is most often
attributable to the fact that these systems have not ex-
ploited the unique possibilities and opportunities of the
their underlying technologies. There still exists a pre-
occupation with simulating real life; creating experiences
that are “just like being there”, when in fact we could be
creating experiences that are entirely not otherwise possi-
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ble when we are in the same room.

There are many unique features that networks can offer.
In many cultures there appears to be a tendency toward
inhibition and intimidation with respect to novice or am-
ateur musicians. This can result in an unwillingness for
novices or amateurs to engage in public or shared music-
making experiences. There is an opportunity for technol-
ogy network technology to break from the real-world and
offer an empowering experience to those who would not
otherwise participate in making music.

3. INTERACTION DESIGN

JamSpace’s hardware and software components are de-
scribed and illustrated below. The interaction design is
analyzed according to Blaine and Fels’s contexts for col-
laborative interfaces [5], and in terms of spatial metaphors.

3.1 Hardware

Each JamSpace terminal has a JamPads hardware in-
terface consisting of a flat surface with 12 raised pressure-
sensitive pads. The pads can be pressed or struck with
the user’s hand, triggering a note with loudness propor-
tional to force. The pads are mapped to percussion instru-
ments or to the notes of the musical scale, depending on
the instrument selected by the user. An LED below each
translucent pad is illuminated when the pad is struck. Any
track in the JamSpace or another players real-time jam can
be assigned to the LED display on the pads, helping the
user to visually and aurally learn other parts. Novices can
learn to play along, the first step in creating, in very little
time.

3.2 Software

The JamSpace software consists of a client GUI appli-
cation and a separate server application. The client GUI
consists of 5 components: a scratch track for the local
user, a set of tracks from the JamSpace, an interface for
making connections to the server, tempo and metronome
settings, and a matrix for managing real-time jams with
other clients.

3.2.1 Tracks

Users have one scratch track, into which they can pri-
vately record and play back one phrase. A drop-down box
allows the user to select a synth instrument (currently us-
ing general-MIDI instruments, parametric software syn-
thesis may be added in a future version). For tracks in
the JamSpace, this box is replaced by a label. A user
may choose to submit her scratch track to the JamSpace.
Tracks in the JamSpace have a duration of one phrase,
and loop until they expire after a period of time, but
may be renewed through a voting mechanism. A server
queue manages the finite number of active tracks in the
JamSpace. Whenever there are less than 4 tracks in the
jam, computer-generated tracks are added. Track data is
displayed on a timeline interface.

3.2.2 Tempo

A global tempo is maintained by periodic sync messages
from the server. 8 beats make up a phrase, and there is a
cycle of 4 phrases. Each user can activate any of 3 click
tracks which tick at the phrase, beat, and half-beat time
scales. Any user can request a tempo change by typing a
new tempo in the box. Changes in tempo are also managed
by voting.
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3.2.3 Real-Time Jamming

Users can jam to their custom looping track mixes or
with other live users in the JamSpace. Users may also
broadcast their jams, in which case all other users can
choose to listen to them in real-time. The low-latency of
the LAN and compactness of synth control data trans-
mitted between jammers assures that jams appear to be
synchronous to the users.

Users choose an icon from a pre-defined list to represent
themselves in the jam. A unique icon appears beside all
tracks that a user has submitted to the JamSpace, as well
as beside her place in the connection matrix. This affords
direct musical communication and development of taste,
style and identity, while protecting privacy and anonymity.

3.3 Contexts of Collaborative Interfaces

Existing networked music systems typically target expe-
rienced musicians. Interfaces for novices do exist [2, 8], but
these are the exception, as the designers of such systems
tend to be musicians themselves. Blaine and Fels [5] point
out a similar trend in the NIME field as a whole, particu-
larly with respect to music controllers. They acknowledge
a tradeoff between the inherent expressivity of an interface
and its complexity, which demands a non-trivial balancing
on the part of the designer. In a sense, this is the challenge
of any interaction designer, but it is significantly compli-
cated by the fact that in music, the task, and therefore
the evaluation of a user’s ability to perform that task, are
often not clearly defined. Framing this as a tradeoff im-
plicitly renders Wessel and Wright’s ideal of “low entry fee
with no ceiling on virtuosity” fundamentally paradoxical
[32].

Blaine and Fels analyze a number of collaborative mu-
sic systems in terms of ‘constraint’ over a variety of design
elements of the interfaces, where highly constrained inter-
faces are generally instantly accessible but provide little
room for innovation. They argue that the duration and
location of engagement of a collaborative music interface
by a user can partly dictate the level of constraint neces-
sary to provide a satisfying experience. Group interfaces
for novices situated in public places often engage users for
short periods of time and must therefore provide a mini-
mal learning time — the ability to “walk up and play” that
a novice almost never gets from a traditional instrument.

For the purposes of trying to maintain a general frame-
work for evaluating collaborative interfaces, I discuss Jam-
Space with respect to several of the design elements de-
scribed by Blaine and Fels. Some of these elements are
obvious or have been discussed above, therefore what fol-
lows does not exhaustively cover Blaine and Fels’s list.

Focus distinguishes a performance interface for the ben-
efit of an audience versus a recreational experience for the
benefit of the players. While JamSpace is intended to in-
clude at least one station in a public location that could
support a casual audience, the primary focus is for the
enjoyment of the players.

The scale of the JamSpace presently allows up to 14
simultaneous users. However, the configurable modes of
player interaction ensure that each user’s experience is
unique. Each user can choose her own mix of available
tracks, and monitor any number of the broadcasting jam-
mers in real-time. While each user possesses the same in-
terface, the experience and contribution of each is unique.

JamSpace does not explicitly employ directed inter-
actions, but the interface does allow users to indirectly
learn from each other. Flexible modes of interactivity al-
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Figure 1: JamSpace client GUI

low users to see what another person is playing in real-
time, or the contents of a looping track. By assigning any
of these sources to LEDs embedded in the hardware con-
trol pads, a user can see what another is playing, directly
on her own interface. By disabling broadcast mode, the
user can privately play along, develop her own variations,
and record them to a track or broadcast to the JamSpace
at her own pace.

Blaine and Fels do not consider the particular case of
networked collaborative interfaces in detail, and therefore
there are unique constraints that apply to JamSpace with
respect to several of their design aspects. Of particular
importance are the pathway to expert performance
and learning curve. Blaine and Fels argue that a “low
entry fee” is paramount, and thus the ideal of “no ceiling
on virtuosity” must be tempered. This is mostly due to the
pattern of engagement of publicly-situated collaborative
interfaces, where users do not have the time to even feel
the need to achieve virtuosity, let alone the time to develop
it. In order to provide enough rapid satisfaction to ensure
further engagement, the public interface must also have
a fast learning curve. A privately-situated interface such
as the JamSpace is quite different. Users do not have
infinite time, but may explore the interface at their own
pace, without any public pressure. They are more likely
to have the opportunity to return to the interface after
some amount of time. This excuses a moderately slower
learning time, as self-paced exploration and discovery are
part of the design. Looser control over the musical range
of the material is therefore also warranted, so that users
may remain satisfied and develop proficiency over time.
JamSpace allows a set of chromatic notes in a constrained
octave and free rhythms within the circumscribed metric
structure. The interface is simple enough that an amateur
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musician with a basic knowledge of notes and rhythm can
produce meaningful material. Novices can easily grasp
and expand on this material or that of computer-generated
tracks.

3.4 Spaces

The levels of interactivity within the JamSpace can be
analyzed in terms of a spatial metaphor. The different
modes of interactivity can be seen to reflect different spaces.
In some ways, it also demonstrates characteristics of differ-
ent spaces at the same time. There is a strong tradition of
discussing systems for computer-supported collaborative
work (CSCW) and virtual environment in terms of real-
world spaces. Jeffrey [19] demonstrates the applicability of
the psychological concepts of personal space, group space
and privacy in virtual environments. The following dis-
cussion pertains to JamSpace stations located in isolated
locations.

3.4.1 Private Space

Private spaces imply physical barriers that can exclude
all but one person. Privacy has different meanings in dif-
ferent contexts. With respect to technology, it is synony-
mous with security and confidentiality. In psychology, it
normally refers to isolation or solitude [7]. In both senses,
JamSpace can represent a private space when the user is
not connected to the JamSpace server. In this mode, the
user is invisible to all others, and may play on his or her
own JamPads, and record, play back and play along with
one track. The user’s identity and presence are invisible
to the world, and he or she is assured of an environment
that may not be intruded.

3.4.2 Personal Space

Personal space is an individually-variable, context-de-
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pendent concept in social psychology that refers to a pre-
ferred boundary zone around a person [22]. Distinct from
but related to privacy, the boundaries of personal space
are transparent - when you are in public, anyone can see
you within your own personal space, and others are clearly
visible to you. The aim of JamSpace is not to explicitly
capture this concept in a collaborative music environment.
Rather, it employs a level of interaction wherein the user
is aware of the presence of others and vice versa, but they
do not interact and therefore do not share space. In con-
necting to the JamSpace, other connected users become
aware of the user’s presence, and he or she becomes aware
of them. The user may perceive the rest of the world - he
or she receives tracks and can listen to other jammers, but
cannot actively participate with them until progressing to
a further level of interactivity.

3.4.3 Shared Space

Shared spaces are occupied by groups of people. Like
personal space, they may exist with transparent borders
within a public space. As CSCW began to flourish in the
late 1980’s, the notion of creating virtual shared spaces
or “media spaces” [14] for collaborative tasks became the
standard paradigm for remote collaborative work. Benford
[3] analyzes spatial approaches to collaborative work ac-
cording to the criteria of transportation, spatiality and ar-
tificiality. Implicit in this analysis is that space is not just a
metaphor in these systems, there is a deliberate attempt to
produce or reproduce a 3-dimensional space complete with
representations of its human occupants. Buxton [10] dis-
tinguishes between shared person and task spaces, where
the former refers to an overall sense of copresence and
mutual awareness, while the latter is constrained to the
domain of a task. Task spaces do not necessarily include
the assumption of explicit spatial representations. Harri-
son and Dourish [18] challenge the pervasiveness of spa-
tial metaphors, arguing that many CSCW systems more
closely embody a concept of place than they do space, and
therefore offer a different set of affordances. Breaking the
spatial metaphor carries with it the opportunity for con-
ceiving interactions that are not possible in real spaces,
but may be otherwise desirable.

In that there are no graphical or explicit spatial rep-
resentations of the users in the JamSpace, therefore the
spatial metaphor is a weak one. The notion of a collabo-
rative task space is more appropriate. By broadcasting a
real-time jam and/or submitting tracks to the JamSpace,
users can actively share the JamSpace with others. Users
can see who else is listening to them, and may choose to
listen in turn and engage in jamming. Submitted tracks
form an integral part of the jam, to which users collabo-
ratively contribute.

There is a slight distinction between this metaphor and
the traditional definition of shared space, particularly with
respect to membership and invitation. In social psychol-
ogy, group membership carries strong consequences, and
complex social mechanisms govern membership and be-
longing. In the JamSpace, there are no explicit ways
of communicating invitation or perceiving membership.
Anyone with a JamSpace terminal may join at any time,
and users don’t know the identities of group members, nor
can they monitor all of the members’ actions. This break-
down of the strict metaphor of social spaces is not seen
as a limitation in the design, however. Rather, JamSpace
drawing on aspects of different types of spatial interactions
in a beneficial way. Real-world privacy and personal space
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Available Interactions
(cumulative)

Custom Space User Action

disconnect
«tap JamPads and play privately
private erecord a track and play it back
+play along with my looping track
connect
«listen to tracks in the JamSpace
| ecreate a customized mix of others' tracks
persona «vote on track renewals and tempo changes
«listen to other jammers play in real-time
submit
*submit my track to the JamSpace
shared *broadcast my jam in real-time broadcast
*see who's listening to me, jam with them
public play at a public JamSpace station perform

Figure 2: User-configurable space metaphor

are maintained while group interactions are possible.

3.4.4 Public Space

People are mostly free to see and do what they wish in
public spaces, within a set of social and cultural norms.
They are venues for self-expression and places where peo-
ple may gather. The design of public spaces must bal-
ance the needs for freedom and expression, with those
of common decency and protection from offence. In si-
multaneously embodying the characters of multiple spaces
JamSpace assures these ideals partly by the same mech-
anisms that it ensures privacy. Constraint over the sonic
material, and protection of identity ensures that no direct
communication between users is possible. Unlike real pub-
lic spaces, the only possible offence or intimidation that
could be perpetrated would be not listening to another
person’s jam. However, the ideal of expression is main-
tained. In broadcasting and submitting tracks, a user airs
his or her expression in front of all other JamSpace users,
regardless of whether they are listening.

JamSpace stations in real public places elevate expres-
sion to a different level, providing a venue for the local
performer publicly demonstrate his or her musical skills
or self-expression in a real-world space. Of course, real-
world social conventions and limitations apply here, and
the user is subject to the ensuing rewards as well as con-
sequences.

4. CONCLUSIONS

With respect to JamSpace, the spatial metaphor is re-
ally just a metaphor. In many CSCW systems, the design
seeks to emulate or simulate real spaces and the kinds of
interactions that they support. For JamSpace, a spatial
metaphor is a useful conceptual way of characterizing the
interactivity, but the system does make explicit represen-
tations of spaces. Instead, it leverages the characteristics
of its technology, users and scenario to create new modes
of musical interaction.

The overall design philosophy of JamSpace was to begin
with a specific technological platform (local network) and
application area (recreational music), and then leverage
their affordances to find novel interactions that address
the requirements of the scenario. JamSpace is a work in
progress. The system is currently being deployed for eval-
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uation with two actual hardware interfaces, along with a
number of others using a software emulation of the hard-
ware. Initial impressions show the system to be engaging
for both novices and experienced musicians. A systematic
evaluation is forthcoming.

3]

(4]

8]

[9]

[10]

[11]

[12]

[13]

[14]

[15]

[16]

REFERENCES

A. Barbosa. Displaced soundscapes: A survey of
network systems for music and sonic art creation.
Leonardo Music Journal, 13:53-59, 2003.

A. Barbosa and M. Kaltenbrunner. Public sound
objects: A shared musical space on the web. In Proc.
Intl. Conf. on Web Delivering of Music, 2002.

S. Benford, C. Greenhalgh, G. Reynard, C. Brown,
and B. Koleva. Understanding and constructing
shared spaces with mixed-reality boundaries. ACM
Trans. on Computer-Human Interaction, 5:185-223,
1998.

J. Bischoff, R. Gold, and J. Horton. Music for an
interactive network of microcomputers. Computer
Music Journal, 2:24-29, 1978.

T. Blaine and S. Fels. Contexts of collaborative
musical experiences. In Proc. 3rd Intl. Conf. on New
Interfaces for Musical Expression (NIME03), 2003.
T. Blaine and T. Perkis. The Jam-O-Drum
interactive music system: A study in interaction
design. In DIS ’00: Proc. 2000 Conf. on Designing
interactive systems, pages 165—173. ACM Press,
2000.

M. Boyle and S. Greenberg. The language of
privacy: Learning from video media space analysis
and design. ACM Trans. on Computer-Human
Interaction, 12:328-370, 2005.

N. Bryan-Kinns. Daisyphone: The design and
impact of a novel environment for remote group
music improvisation. In DIS ’04: Proceedings of the
2004 Conference on Designing Interactive Systems,
pages 67-76. ACM Press, 2004.

P. Burk. Jammin’ on the web — a new client/server
architecture for multi-user musical performance. In
Proc. 2000 Intl. Computer Music Conf., 2000.

W. Buxton. Telepresence: Integrating shared task
and person spaces. In Proc. Conf. on Graphics
Interface 92, pages 123-129, 1992.

C. Chafe. Distributed Internet reverberation for
audio collaboration. In AES 24th Intl. Conf. on
Multichannel Audio, 2003.

C. Chafe, S. Wilson, R. Leistikow, D. Chisholm, and
G. Scavone. A simplified approach to high quality
music and sound over IP. In Proc. COST-G6 Conf.
on Digital Audio Effects (DAFX-00), 2000.

E. F. Churchill, L. Nelson, L. Denoue, J. Helfman,
and P. Murphy. Sharing multimedia content with
interactive public displays: a case study. In DIS ’04:
Proc. 2004 Conf. on Designing interactive systems,
pages 7-16. ACM Press, 2004.

W. W. Gaver. The affordances of media spaces for
collaboration. In CSCW ’92: Proc. 1992 ACM Conf.
on Computer-Supported Cooperative Work, pages
17-24. ACM Press, 1992.

J. J. Gibson. The Ecological Approach to Visual
Perception. Houghton Mifflin, Boston, 1979.

S. Gresham-Lancaster. The aesthetics and history of
The Hub: The effects of changing technology on

123

[17]

18]

[19]

[20]

21]
22]

23]

24]
[25]
[26]

[27]

28]

[29]

[30]

31]

[32]

33]

34]

network computer music. Leonardo Music Journal,
8:39-44, 1998.

X. Gu, M. Dick, Z. Kurtisi, U. Noyer, and L. Wolf.
Network-centric music performance: Practice and
experiments. IEEE Communications, 43:86-93, 2005.
S. Harrison and P. Dourish. Re-place-ing space: the
roles of place and space in collaborative systems. In
CSCW ’96: Proceedings of the 1996 ACM conference
on Computer supported cooperative work, pages
135-144. ACM Press, 1996.

P. Jeffrey and G. Mark. Constructing social spaces
in virtual environments: a study of navigation and
interaction. In K. H66k, A. Munro, and D. Benyon,
editors, Workshop on Personalised and Socal
Navigation in Information Space, pages 24-38, 1998.
S. Jorda. Faust music on line (FMOL): An approach
to real-time collective composition on the Internet.
Leonardo Music Journal, 9:5-12, 1999.

C. Latta. Notes from the NetJam project. Leonardo
Music Journal, 1:103-105, 1991.

K. B. Little. Personal space. Journal of
Ezperimental Social Psychology, 1:237-247, 1965.

C. Magerkurth, T. Engelke, and M. Memisoglu.
Augmenting the virtual domain with physical and
social elements: towards a paradigm shift in
computer entertainment technology. ACM Trans.
Computers in Entertainment, 2(4):12-12, 2004.
Max Neuhaus.
http://www.ubu.com/sound/neuhaus_radio.html.
NINJAM - Novel Intervallic Network Jamming.
http://www.ninjam.com/.

D. A. Norman. Affordances and design. http://wuw.
jnd.org/dn.mss/affordances_and.html.

J. Scheible and T. Ojala. MobiLenin combining a
multi-track music video, personal mobile phones and
a public display into multi-user interactive
entertainment. In Proc. 13th ACM Intl. Conf. on
Multimedia, pages 191-198. ACM Press, 2005.
SoundWIRE.
http://ccrma.stanford.edu/groups/soundwire/.
J. Stelkens. peerSynth: A P2P multi-user software
with new techniques for integrating latency in real
time collaboration. In Proc. 2008 Intl. Computer
Music Conf., 2003.

A. Tanaka. Mobile music making. In Proc. 4th Intl.
Conf. on New Interfaces for Musical Expression
(NIMEO04), 2004.

A. Tanaka, N. Tokui, and A. Momeni. Facilitating
collective musical creativity. In Proc. 18th ACM Intl.
Conf. on Multimedia, pages 199-208. ACM Press,
2005.

D. Wessel and M. Wright. Problems and prospects
for intimate musical control of computers. In Proc.
1st Workshop on New Interfaces for Musical
Ezpression (NIMEO1), 2001.

Wired News: Feel free to jack my iPod. http://
www.wired.com/news/mac/0,2125,61242,00.html.
C. R. Yano. The floating world of karaoke in Japan.
Popular Music and Society, 2:1-17, 1996.



Proceedings of the 2006 International Conference on New Interfaces for Musical Expression (NIMEQ6), Paris, France

Creating a Network of Integral Music Controllers

R. Benjamin Knapp
BioControl Systems, LLC
Sebastopol, CA 95472
+001-415-602-9506

knapp@pbiocontrol.com

ABSTRACT

In this paper, we describe the networking of multiple Integral
Music Controllers (IMCs) to enable an entirely new method for
creating music by tapping into the composite gestures and
emotions of not just one, but many performers. The concept
and operation of an IMC is reviewed as well as its use in a
network of IMC controllers. We then introduce a new technique
of Integral Music Control by assessing the composite gesture(s)
and emotion(s) of a group of performers through the use of a
wireless mesh network. The Telemuse, an IMC designed
precisely for this kind of performance, is described and its use
in a new musical performance project under development by
the authors is discussed.

Keywords
Integral Music Control, Musical Control Networks,
Physiological Interface, Emotion and Gesture Recognition

1. INTRODUCTION

The Integral Music Controller (IMC) [1] is defined as a
controller that:

1. Creates a direct interface between emotion and sound
production unencumbered by the physical interface.

2. Enables the musician to move between this direct
emotional control of sound synthesis and the physical
interaction with a traditional acoustic instrument and
through all of the possible levels of interaction in between.

This paper describes the networking of multiple IMC'’s, to
enable not just one, but many performers to use an IMC and to
interact with each other in three ways:

1. The “normal” perceptual path — the performers see, hear,
and sometimes even haptically feel the other performer. .

2. The controller interaction path — the performers physical
gestures and emotional state, as assessed by the IMC, are
used to another performer’s electro-acoustic instrument.

3. The integral control path — an entirely new path whereby
the emotions or gestures of one performer, as measured by
the IMC, are combined with the emotions and gestures of
other performers to create an assessment of group gestures
and emotions and this is used to control music creation.
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2. REVIEW OF INTEGRAL MUSIC
CONTROL (from [1])

The term “integral” in “integral music controller” refers to the
integration into one controller of the pyramid of interface
possibilities as shown in Figure 1. Using an IMC, a performer
can move up and down through the interface possibilities.

. Emotion
NS Interface
S
S§
O
& Remote Interface
N
&
S

Augmented Interface

Traditional Physical Interface

~¢—— Number of Existing Interface Devices —————

Figure 1: Pyramid of interfaces for controlling a digital
musical instrument (categories loosely adapted from [2]).
Note the decreasing number of existing interface devices as
you move up the pyramid. The integral music controller
(IMC) has elements of all interfaces.

As shown in Figure 1, the introduction of direct measurement
of emotion to digital musical instrument control represents the
completing of the pyramid of possible interfaces. Only with a
direct interface to emotion is a truly integral controller possible.

The use of a direct emotional interface also introduces one new
feedback path in a musical performance that was never before
possible. Figure 2 shows three layers of feedback that can be
achieved in musical performance. Layer 1 is the emotional
layer. The emotional state of the performer initiates and adjusts
the physical gesture being made. This emotional state might or
might not be reflective of the intention of the performer. Also,
the perception of the sound that is created from the physical
gesture elicits an emotional response in the performer and,
based on this; the performer may alter the physical gesture.
Layer 2 is the physical interface layer. Feedback is achieved
through visual cues and proprioception [3]. Layer 3 is the
sound generation layer. The physical gestures cause a sound to
be created which is heard and possibly used by the performer to
adjust the physical gesture [4]. The introduction of a direct
emotional interface means that a performer’s emotions will
directly control the sound generation without passing through
the physical interface. The sounds created will effect the
emotion of the performer [5] and thus a new feedback path is
created.
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Layer 1

Emotion /
Thought

Perception
(e.g. vision, hearing,
proprioception)

Physical
Gestures

Layer 2 L

Sound
Generation

Layer 3

Figure 2: The three layers of performance feedback using
an IMC. Layer 1 represents the internal emotion and
thoughts of the performer. Layer 2 is the physical interface
layer. Layer 3 represents the consequence of the gesture -
the creation of music.

There is an extensive body of literature on defining, measuring
and using emotion as a part of human computer interaction and
“affective” computing (see [6][7][8][9] for a good overview).
The emotional reaction to music is so strong that music is
commonly used as the stimulus in emotion research [10]. The
understanding of the emotional reaction to music, not the
categorization or labeling, is critical in using emotion as a
direct performance interface. It is clear [3] that this emotional
reaction is highly individualistic and thus any synthesis model
that uses emotion as an input must have the capability of being
customized to an individual performer.

There are many techniques [9] for measurement of emotion
including visual recognition of facial expression, auditory
recognition of speech, and pattern recognition of physiological
signals. For most musical performance environments visual
recognition systems would not be appropriate. Thus,
physiological signals are the most robust technique for
determining emotional state for direct emotional control of a
digital music instrument. Physiological signals have been used
many times as a technique of human computer interaction in
music [11][12][13] for example). Their responsiveness to both
motion and emotion makes them an ideal class of signals that
can be used as part of an IMC.

3. THE NETWORKED CONTROLLER

The inclusion of networked interaction in electro-acoustic
instrument performance introduces a new path for performers to
communicate. Networked music controllers can be thought of
as a subset of multi-user instruments (see [14] for a summary of
such instruments). There are numerous examples of networked
controllers used in performance including the MIT Media Lab's
Brain Opera [15] and Toy Symphony [16]. In the latter, the
BeatBugs [17] allowed the players to enter musical material,
then play it or modify it by manipulating sensors on the bug,
and/or pass it to another player by pointing the bug at them. A
subset of networked controllers is so-called “wearables” and
include networked jewelry and clothing [28].

The Princeton Laptop Orchestra (PLOrk) [18] is a recent
experiment in constructing an orchestra of sensor connected
laptops and speakers. Various composing / performing /
conducting paradigms have been investigated, including
passing synchronization and other messages related to timbre,
texture, etc. over 802.11G using Open Sound Control (OSC).
The language ChucK [19] is one of the primary programming
mechanisms used by PLOrk, as there is a rich provision for
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low-latency (10-20 ms.) asynchronous messaging built into the
language.

Figure 3 is a block diagram of networked IMC’s showing the
networked interaction path separated into a physical gesture
path and an emotion path. (Note the already existing perceptual
path which symbolizes the performers’ ability to see, hear, and
even feel each others performance.) These new networked
interaction paths create a way for performers to collaborate
with each other at the controller level before the sounds are
actually created. Each performer’s physical gesture or
emotional state is recognized and converted into a control
parameter(s) that can be combined with the control
parameter(s) of other performers to create a rich and complex
means for group performance.

Performer
Emotior /
Layer 1 Thought
Perception Physical S S p—
Layer 2 (€ ¢ vision hearing .
4 proprioceptior Gestures I
--------- |
Sound I
e
| -
-
| -
-
| -
<
| -
Performer | |
Emotior / .
Layer 1 Thought I I
: o
\ feeceens | I
Perception Physical I .
Layer 2 (€ ¢ vision hearing L N
4 proprioceptior] Gestures |
|
|
Sound —_ == p—
Layer3

Figure 3: The networking of multiple IMC’s. The solid line
between each performer represents at the perceptual level.
The dashed-dot line shows the physical interaction at the
controller level, i.e., how the physical gesture of one
performer can effect the sound generation of another
performer’s instrument. The dotted line shows the
emotional interaction at the controller level, i.e., how the
emotion of one performer can effect the sound generation of
another performer’s instrument.

4. THE INTEGRAL CONTROL PATH

Unlike standard networked instruments, the integral control
path seeks to combine the physical gestures and emotional state
of multiple performers before they are categorized and
processed into control parameters. The purpose of this is to
assess a composite emotion or gesture of multiple performers
first, and then to use this as a control input. As shown in Figure
4 this requires a mesh computation of composite signals. Only a
completely self-forming, self-aware mesh network topology
would enable sets and subsets of different performers to interact
with sets and subsets of instruments in real-time.
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Figure 4: The networking of multiple IMC’s using an
integral control path as part of a mesh. In this mesh, any
performer’s physical gestures and emotional state can be
composited with any other’s.

Both forms of networking can be combined to create a network
of integrally networked IMC’s.  Thus, for example, a
performer’s emotional state can be assessed by the IMC,
combined to create with other performer(s) to create an overall
combined emotional state, this state can be used to control the
output of a controller within a network of controllers. A
detailed example of this will be discussed in section 6 of this

paper.

5. IMPLEMENTATION: THE
TELEMUSE

There are many systems that wirelessly transmit physiological
data including the BodyMedia’s SenseWear [20], NASA’s
Lifeguard[21], and MIT’s LiveNet[22]. There are several
sensor systems that use wireless mesh networking, and more
specifically, a network layer protocol known as ZigBee™.
ZigBee™ is designed to use the IEEE 802.15.4 standard, a
specification for a cost-effective, relatively low data rate (<250
kbps), 2.4 GHz or 868/928 MHz wireless technology designed
for personal-area and device-to-device wireless networking
[23]. There are several companies that have ZigBee™-based
sensor units including those made by Crossbow [24], Dust [25],
and MotelV [26]. Harvard’s CodeBlue [27] uses Crossbow’s
ZigBee™ compliant motes to create a mesh network of
physiological sensors. None of these interfaces are designed
specifically as human-computer interfaces, let alone musical
instrument controllers, and therefore none of the designers
incorporated the use of an integral control path.

The TeleMuse system shown in Figure 5 integrates
physiological signal sensors, motion sensors, and a ZigBee™
wireless transceiver into one band designed for human-
computer interaction and music control. The TeleMuse can be
worn:

e on the limbs to measure muscle tension (EMG), Galvanic
Skin Response and motion (dual axis accelerometers)
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e on the head to measure brain activity (EEG), muscle
tension (EMG), eye motion, and head motion (dual axis
accelerometers)

e on the chest to measure heart activity (EKG) and
respiration

Figure 5: The Telemuse Wireless Mesh Network IMC

The TeleMuse is the next generation of Integral Music
Controller replacing the Wireless Physiological Monitor
(WPM) [29] in a smaller more ergonomic design. Like the
WPM, the TeleMuse uses dry electodes to sense physiological
data. Unlike the WPM, each TeleMuse is its own node in a
mesh network and can communicate with any other node in the
network. Computation of physical gestures and emotional state,
based on physiological signals and accelerometer data, can be
distributed among any of the nodes and any computers on the
network.

6. VACHORALE: A PIECE FOR PLORK,
TELEMUSE AND SINGERS

One use of networked IMC’s will be investigated in a project
entitled the Virtual/Augmented Chorale (VAChorale). The
Virtual/Augmented  Chorale (VAChorale) project will
investigate the compositional and performance opportunities of
a “cyber extended vocal ensemble” and will use the Princeton
Laptop Orchestra (PLOrk), the TeleMuse, and ChucK.

6.1 Augmenting The Singer

The VAcChorale project will outfit a small choir of (eight)
singers with several Telemuses and microphones, coupling each
human singer to a laptop, multi-channel sound interface, and
multi-channel hemispherical speaker. As an obvious first step,
the system will use digital signal processing to modify and
augment the acoustical sound of the singers. Further, we will
use networked TeleMuses to control various algorithms for
modifying and extending the choral sound. = The most
revolutionary component will be using the TeleMuse to control
various sound (primarily voice/singing) synthesis algorithms, in
order to extend, and even replace the acoustic components of
the choir. The singers will thus be able to “sing” without
phonating, controlling the virtual choir with facial gestures,
head position, breathing, heart rate, and other non-acoustic
signals. An assessment of each singer’s emotional state, as well
as the choir’s composite emotional state will be used as well.

We plan to fully realize the IMC concept, with the
physical gestural “instrument” being a singer, and we will
create an  ensemble of  multiple  IMC-outfitted
Virtual/Augmented singers. The continuum from the “dry”
choral sound, through the digitally augmented acoustic sounds
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of the singers, to the completely virtual sound of the biological
sensor-controlled synthesized singing, will provide a rich
compositional and performance space in which to create new
music.

6.2 Building The “Instruments”

The first goal of the project is to integrate the existing
hardware and software systems for biological signal acquisition
and processing, acoustical signal processing, and voice
synthesis, with the PLOrk (Princeton Laptop Orchestra)
“workstations” to create a new augmented singer “instrument.”
These instruments, hereafter called VAChS
(Virtual/Augmented Choral Singers, pronounced “vax”) will be
identical in technical capability, but can take on various forms
based on configuration, programming, and control.

First, the PLOrkStations provide the basic computational
and acoustical technical capabilities. Built with support from
the Princeton University Council on Science and Technology,
the Princeton Freshman Seminar Program, the Princeton
departments of Music and Computer Science, the Princeton
School of Engineering and Applied Science, and Apple
Computer, each of the 15 existing workstations consists of a
12” Mac Powerbook, an Edirol multi-channel FireWire digital
audio interface box, six channels of amplification, and a
custom-built six-discrete-channel hemispherical speaker.

Second, the TeleMuse will couple each singer in the
ensemble to a networked hardware workstation. Physiolgical
signals will be captured and processed by each TelMuse node
and shared with the rest of the mesh network. As mentioned
previously, these signals can be used to determine not only
singing gestures, but also the emotional state of the performers.
Additionally, each box contains a two-axis accelerometer, so
head/body tilt and orientation can be measured. Additional
sensors can be used to measure absolute body and head position
and orientation.

ChucK was specifically designed to allow rapid, on-the-fly
audio and music programming and will be used to synchronize
the multiple composited controller streams.

6.3 Virtualizing the Singer

The physiologically-derived emotion signals of the IMC
can be mapped to signal processing such as adding echoes and
reverberation, shifting pitch, controlling spatial position, etc.,
and compositional processes such as note generation and
accompaniment algorithms. But the IMC can also be mapped
to the parameters of physical synthesis models, creating a truly
integral controller. In fact, indirect emotion mapping already
exists in many acoustic instruments. The nervousness of a
singer or violin player already shows in the pitch jitter and
spectral shimmer of the acoustical instrument. The heartbeat of
the singer modulates the voice pitch because of modulation of
lung pressure.

Synthesis by physical modelling lends naturally to control
from physical gestural parameters. Signals such as those that
come from an IMC can easily be detected and mapped to
similar, or totally different (brightness, spatial position, etc)
parameters in a physical synthesis model. With higher-level
control and player-modeling inside the model, emotional
parameters might make even more sense than raw gestural
ones. A large variety of parametric physical instrument
synthesis models exist in ChucK, with many holding much
promise for control from singer gestures and emotional
parameters. The models that hold the most interest for this
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project, however, are those that mimic the human singing
voice.

Older proven models for voice synthesis, such as formant
filter synthesizers, and articulatory acoustic tube models,
already exist in ChucK as native “unit generators.” As such it
will be easy to perform a number of different mapping
experiments, and produce a variety of human-like (and quite
inhuman) sounds based on control from the singer sensors.

New models of the human voice such as Yamaha’s
Vocoloid (constructed with UPF Barcelona) allow for control
of vocal quality parameters such as growl, breathyness, and
raspiness, and more semantic qualities such as “bluesyness”
and “sultryness”. These also seem completely natural for
control by emotional parameters, and will be exploited in the
Virtual/Augmented Chorale project.

6.4 The Performance

The goal of the Virtual/Augmented Chorale project is to
compose and rehearse a number of choral pieces, aimed at the
production of several concert performances. The repertoire will
range from traditional early music augmented by the virtual
acoustics of the VAChS, through some contemporary a capella
vocal literature, but with the human ensemble augmented by
virtual singers, and one or two brand new pieces composed
specifically to exploit the maximum capabilities of the
Virtual/Augmented Chorale.
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ABSTRACT

This paper explores the use of perturbation in designing multi-
performer or multi-agent interactive musical interfaces. A
problem with the multi-performer approach is how to
cohesively organize the independent data inputs into useable
control information for synthesis engines. Perturbation has
proven useful for navigating multi-agent NIMEs. The author’s
Windtree 1is discussed as an example multi-performer
instrument in which perturbation is used for multichannel
ecological modeling. The Windtree uses a physical system
turbulence model controlled in real time by four performers.

Keywords
Multi-performer, multi-agent, interface, mapping, movement,
music composition, perturbation

1. INTRODUCTION

The study of multi-agent systems focuses on systems in which
intelligent agents cohere around a particular problem or task .
Such systems can incorporate asynchronous computation,
independent and varied modes of action for each agent, aspects
of randomness at the global control level, and decentralized
data structures [14]. These characteristics can be desirable for
musical systems in which rich and multidimensional control
data can be rendered as organic and complex music. Here the
application of multi-agent design techniques into NIME
development serves as a tool for organizing musical systems.
This is done using perturbation, allowing mutual dependency
between the performers, bounding their performance by the
group behavior. This approach allows for expressive micro-
level data to be pulled by larger tendencies of the whole group.
Such nested control structures may provide new techniques for

mapping.

2. MULTI-PERFORMER/MULTI-AGENT
SYSTEMS

As in artificial intelligence, in the area of interactive computer
music, agency is largely organized around single-performer
systems, structures in which data input is centralized and
synchronized. Even in multi-performer interactive music the
system is often separated into independent but coexisting
agents. In addition, interactive single-agent systems may be
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multi-modal (that is having more than one type of control
input), but these modes are synchronized and codependent.
Multi-agent and multi-performer interactive systems however,
offer the possibility for new complex behaviors in interactive
musical interfaces. Specifically they can yield complexly
organic structures similar to ecological systems.

Given the rapidly expanding field of interactive interfaces and
real time synthesis systems, relatively few multi-performer
approaches exist. The merger of digital controller data into
complex mapping strategies suggests multi-performer
controllers, but relatively few have been developed. Thus the
area of mapping multi-performer controller data remains
relatively unexplored. Recent developments in this area point to
new possibilities for musical creation. New interfaces such as
the WiSe Box [16] and WISEAR [3] are specifically designed
as interfaces for multiple performers, primarily because several
interfaces can be used simultaneously on stage with data sent
wirelessly to a single synthesis engine. These interfaces suggest
new multi-performer possibilities arising in the near future. The
Tooka [7] beautifully couples two performer input by using a
single pressure sensor mounted at the center of an open tube
requiring the regulation of air flow from performers positioned
on each end. The Tooka is the most codependent and successful
of the multi-performer NIME:s this author has experienced.

Musically, groups such as the Hub’s data network project [2]
and Sensorband’s SoundNet project [4], extend multi-performer
systems into the field of NIMEs. Examples of earlier work with
multi-performer  electroacoustic ~ performance  include
Stockhausen’s Mikrophonie 1 in which multiple performers
play, sample and mix a single tam tam in a classic example of
the multi-performer instrument.

Musical Multi-agent systems shift focus more broadly to the
discreet agency of performers whether they be artificial
intelligences or human performers. The expanded notion of an
“agent” is articulated here for musical purposes to define a
system in which computers or combined human-computer
intelligences share musical decision making responsibility.

Allowing multiple-agency in the design of NIMEs introduces
problems of mapping because of the potential amount of
conflicting control data. Smoothing the data is helpful to reduce
noise and create bounded input, but it works against the
inherent richness of the multi-performer system and is therefore
not useful beyond a certain point. Perturbation is thus proposed
as a technique for mitigating control data.

3. FORMATIVE WORK

The work here with multi-performer and multi-agent systems is
inspired by a body of research in the field of artificial
intelligence in combination with the author’s experience
performing with interactive NIMEs.
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3.1 Distributed Artificial Intelligence

Outside the field of music, multi-agent collaborative systems
have been explored extensively as distributed artificial
intelligence (DAI) [3]. Applications of DAI include modeling
market behavior [15] in which many independent variables
coalesce in a complex outcome. The multi-agent approach has
proven useful in modeling swarming behaviors such as those
exhibited by bees, birds and ants [7]. Distributed agency,
suggested from this work, is also useful for multi-performer
musical systems in which the synthesis engine is not aware of
the performer’s individual goals even if these goals are shared.

3.2 Multi-User Interfaces

Many of the challenges of multi-performer systems can be
related to research in multi-user interfaces. For example, we can
see in the Cognoter module of Xerox Parc’s Colab a relevant
example. The Colab, collaborative environment in which
computers facilitate human team interaction, implements a
WYSIWIS (What you see is what I see) foundational abstract.

3.3 Instrument Controller Substitution
Research into Instrument Controller substitution [5] explored
the effects of combining the control interface of one instrument
with that of a different synthesis instrument, such as performing
a bowed string with the keys of a wind instrument. An
interesting byproduct of this work was the use of mappings
involving multiple modes of a controller yielding controlling a
single synthesis parameter. Such many-to-one mappings
suggested an approach to mapping in which data streams were
merged prior to assignment and allowed to exert a mutual
influence on one another. In the Metasax composition S-
Trance-S [6], eight keys of the saxophone function as
continuous input to the string model.

3.4 MICE: a multi-performer ensemble
MICE (Music for Interactive Computers Ensemble) has been
exploring multi-agent systems for several years at the
University of Virginia (since 2001). The group grew out of this
author’s Interactive Media seminar as an exploration of network
performance, data management, mapping, artificial intelligence
and shared expressive structures. MICE involves several
computers and human performers with shared responsibilities.
The model of human-computer interaction in MICE is viewed
as a multi-agent approach to expressive sound, designed to
share agency between performers and between human
intentionality and computer intelligence.

4. PERTURBATION MAPPING

Multi-performer NIMEs introduce problems of mapping
because of the large amount of control data generated for a
single task. The inherent richness of the multi-performer system
can become overwhelming if some relationship between the
performers is not defined at the mapping level. At the same
time, smoothing and interpolating between individual agents
can loose the richness and complex dynamic of the system.

Perturbation can be used as a technique for navigating multi-
performer human-computer interfaces. Perturbation is the use of
mitigated influence from one agent on the others. Individual
performers or agents simultaneously influence and depend on
the others. In such systems, the data input from the modes of
action are operated on as a group, and this new value is used to
attenuate the input data from the individual performers or

agents such that some operation, 1, acts as a mitigating force
on each of the other performers.
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For example, let

T=hL+A +4; ...+ 4

Where M is the number of inputs, /. And let A represent the

difference of the input data in time a window £ such that

%Y
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X1 being defined as jand X2 being defined as j, + f;
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and where }> — ) defines the change in sensor input.

Thus a change of A] occurs inside window ;. And let T ve
such that
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where the perturbation function 7 sends a collection 4 — the set
of all inputs (I1 + I+ Is 4+ ... I;y) — to the master signal B,
expressed as I 7. As such we can view the system as a

perturbation machine traversing the vector spaces A and B over

1 in time ¢ where I7 is the master output signal, the result
of the many to one mapping as illustrated in Figure 1.
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Figure 1: a generalized approach for applying perturbation
to many-to-one mappings.

In this example, the effect of the perturbation I decreases for

each iteration of 7. This mitigating influence between agents
can be carefully controlled. The method shows how an
expanding system may still incorporate perturbation without
necessarily losing distinct agency. Through a variety of
asymptotic techniques (realized as 7) applied to performer
agency (such as those discussed in [10]) a wide range of
perturbations are possible.

5. NEW INTERFACE APPLICATIONS

The large-scale interactive multimedia work Windcombs/Imaq
for voices, instrumental ensemble, movement art, video, and 6-
channel computer sound was composed at IRCAM as a
commission for the Quincena Festival/Musikene, San
Sebastian, Spain. The piece required the creation of a new
musical interface called the Windtree, an interactive light
sculpture for four performers whose movements are combined
into a physical system model for sound synthesis (Figure 2).

The Windtree is a light sculpture made out of metal, translucent
plastic, and cloth with a light projecting from the inside.
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Figure 2: The Windtree is an interactive multi-performer
light sculpture. The left image shows the sculpture from a
distance. The right detail view shows one of the directional
sensors

The instrument uses directional sensors pointing in four
directions from the cone of the sculpture to capture movement
of performers situated on each side. The Devantech SRF04
ultrasonic range finder was used because it provides distance
measurements in the desired range (8cm to 2m), and requires
low voltage.' Four S4F04s are used, each pointing in a different
direction. This configuration allows the continuous
measurement of four distinct performers, virtually fethered in
the four directions from the sculpture. The beam pattern of the
SRF04 (figure 3) shows that if the performer strays from a
direct line from the sculpture the sensor will not give good data.

The high degree of directionality is not a strength in many
movement-based applications. The tethering phenomenon limits
the use of this sensor for human motion, especially in contexts
in which the movement may drift out of the beam pattern.
However, this directionality allows for the use of multiple
sonars without cross-talk interference. The use of multiple
sonars pointing in different directions is idiomatic only for an
open space or on the stage, because in enclosed spaces the
reflections from the walls create pulse interference noise
between different beams.

! The published range of the SRF04 [12] is 3cm to 3m but
because of noise introduced as a result of the beam dispersal
pattern, a practical usable range for dance was found to be
closer to 2 meters.
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Figure 3: Devantech SRF04 Beam Pattern showing the
virtual tethering of the sonar, a highly directional sensor.
[12]

This tethering aspect of the SRF04 was desirable for the
Windtree because the performer’s individual movements are
coordinated to an ecological wind model, supporting an artistic
notion of directionality related to the North/South/East/West
winds in the story related by Windcombs/Imagq.

The physical design of the sculpture emulates a portal. In the
story of the wind, relayed in the composition Windcombs/Imagq,
a shaman travels to the four directions and looks through portals
into different worlds each with their own character. The shaman
sews the portals closed, allowing some of the wind to come
through. The cloth bindings around the sculpture evoke this
sewing or constricting of the wind, a constriction that is further
evoked by the turbulence model in the synthesis.

The Windtree controller is thus closely coupled with a specific
synthesis engine, which is further specific for a particular
composition.

1/

‘ i
%/mﬁ

Figure 4: Beam pattern tethering of four performers to the
Windtree

6. SYNTHESIS APPLICATIONS

The Windtree sensor data is fed into an ecological physical
system model employing wind turbulence modeling. The wind
model uses filtered white noise and involves the definition of
and interaction between independent, variable bursts of energy.
Levels of nested and banded randomness applied to frequency,
duration and amplitude define gustiness. Turbulence is thus
defined as the energy variability within the constraints of the
input settings.
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6.1 Turbulent wind modeling

Methods for modeling wind turbulence are defined by scattered
documents in the areas of aerospace and are largely
concentrated into two approaches, called the Von Kérnan and
Dryden approaches [9] [11]. Both of these rely on modeling the
effects of wind by using guidelines developed by the U.S.
Military, found in the MIL-F-8785C and MIL-HDBK-1797
guidelines. These documents list the differential finite digital
filter equations and transfer functions associated with the two
approaches. In both, the approach to turbulence modeling
involves passing white noise through a series of forming filters.

6.2 Parameter reduction

The difficulties in modeling true turbulence further include
issues of angle trajectory and altitude. In the model, these
parameters are static, leaving a simplified range of parameters
to be controlled by the Windtree.

6.3 Modularity

There are four modules corresponding with the four Windtree
performers (Figure 5). These four modules are related to the
libretto of Windcombs/Imagq that specifies the “Four Winds” as
characters in the drama. The main interface (Figure 5) reveals
how the independent agency of the four performers is
maintained while the perturbation is applied in the mapping
subpatch.

perturpation
influence

Windcombs rstwereuter, o 2005 sosterometer

midi in WINDTREE _ midi in WINDSTAFF.

55.2'2398.21.65.734['1. -5725'2748.31359.3[74.712|'1. 5.3695

p north wind p south wind
i T
1 |' l—:

4459.7 [1926.7 [ 64.134['1. 3.53 1899.7 ['565.43 [80.934 '1. 4.3867
p west wind p east wind

0 [

—] r77777777:18

<

Figure 5: The Windtree interface in Max/MSP.

Each performer’s movement is captured independently and sent
into one of the wind models. Each wind module contains a
distinct turbulence instrument (Figure 5).

Each module has the possibility of continuously modulating
the

1) Maximum time values range of an individual gust
2) Minimum time values range of an individual gust
3) Upper limit of the frequency

4) Lower limit of amplitude

5) Upper limit of amplitude

In addition the log interpolation can be set for the frequency
and amplitude creating different kinds of interpolations.

The eight filters are then cascaded into a parametric filter. This
filter defines the characteristic of that single wind. In the
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mapping stage, the four winds are combined using perturbation
to create the final dynamic turbulent system.

7. MAPPING APPLICATIONS

The  Windtree mapping strategy involved  several
considerations. The nature of the interface (only four inputs)
meant that a one to many mapping strategy would be needed to
control the model. Specifically a one to five configuration was
used. At the same time, the use of perturbation acts as a many
to one system as described above. Finally, the composition
required a system that would evolve over time. Global
conditions of the instrument evolve and this is accomplished by
interpolating between matrices over time. Dynamic matrix-
based mapping allows for complex data structures such as
sequences, mapping matrices, dictionaries, etc. to be passed
between objects in Max/MSP. These tools were implemented as
FTM by the Real Time Applications (ATR) research group at
IRCAM [13] and [1].

7.1 One-to-many mapping

Each of the four performers has only one continuous control
input. The synthesis model however requires five continuously
varying streams of data, which are further used to control eight
independent parameters each. The four input variables thus
affect 160 parameters of the synthesis engine.

Figure 6: Four dancers performing on the Windtree. Using
a one-to-many mapping, the four input values are mapped
into 20 independent parameters controlling 160 variables of
the wind turbulence model

7.2 Matrix interpolation

Interpolation between matrices allows the mappings to undergo
continuous transformation, changing the effect each input is
having on the synthesis engine. The impermanence of the
mapping generates constant and gradual change in the system, a
characteristic of other environmental models.

7.3 Multi-performer perturbation

Matrix interpolation brings a unity to the multi-performer
system by providing the system with a global tendency defined
by the mapping. In order to create cohesion, perturbation is
used to mitigate the independence of each performer.

Perturbation is applied to the system in an attempt to create
cohesion in the multi-performer instrument, and to increase the
complexity of turbulent interaction at the synthesis level.
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In Windcombs/Imagq, each input sensor (]m) is also a mitigating
factor in the determination of the other sensor’s value (as ]j)
such that each Ty is defined as ([} + [+ L+ I4)/ 4) +
1, for window f at A, .

The output is thus a weighted sum of the inputs such as:
Ta: 11(3/4)+ ((]1 + ]2+]3+]4)/4)

The real variable for each input closely follows one of the
performers but is shaped by the group as a whole.

It is important to reiterate that this example represents one
possibility for 7, among many possible perturbations. The
generalized approach discussed above will support multiple
functions of 7 including more complex, transformational
operations.

8. Future Directions

In Windcombs/Imaq, the performers were considered to be
equal and nonhierarchical. More complex asymptotic
techniques could be implemented for multi-performer systems.
Even in applications employing simple multi-modal systems,
perturbation could be used to define gesture from codependent
inputs, a situation that reflects certain musical interfaces but is
not normally considered in the mapping stage. The many to one
mapping for example could benefit from such a perturbation
strategy. Future work will involve designing more complex
operations such as implementations defining the perturbation
machine 7 as a complex of 7}, T5... etc. such that modulations
of the operations themselves can be applied to musical
parameters.
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ABSTRACT

We describe the design of a system of compact, wireless
sensor modules meant to capture expressive motion when
worn at the wrists and ankles of a dancer. The sensors form a
high-speed RF network geared toward real-time data
acquisition from multiple devices simultaneously, enabling a
small dance ensemble to become a collective interface for
music control. Each sensor node includes a 6-axis inertial
measurement unit (IMU) comprised of three orthogonal
gyroscopes and accelerometers in order to capture local
dynamics, as well as a capacitive sensor to measure close
range node-to-node proximity. The nodes may also be
augmented with other digital or analog sensors. This paper
describes application goals, presents the prototype hardware
design, introduces concepts for feature extraction and
interpretation, and discusses early test results.

Keywords
Interactive dance, wearable sensor networks, inertial gesture
tracking, collective motion analysis, multi-user interface

1. INTRODUCTION

Several wireless interfaces have been developed to capture
dance gestures over the last decade or two. Some have been
sensor systems built into shoes, such as the 1980’s
Taptronics, featuring piezoelectric pickups at the toe and
heel [1] and Expressive Footwear by our group at the MIT
Media Lab [2]. Originally realized in 1997, this system was
an early implementation of a dense, multimodal wireless
sensor cluster (now becoming common in sensor networks)
that measured 16 variables including many degrees of both
contact and free-gesture control. Other examples of wearable
dance instrumentation typically use bendable sensors that
span primary joints such as the elbows and knees.
Architectures of this sort have been introduced by DIEM in
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Aarhus [3] and by Mark Coniglio of Troika Ranch in New
York [4]. Although these systems have become wireless,
they employ a single radio in a beltpack or backpack, hence
the various sensors need to be tethered across the body to
this central dispatcher. Extreme versions of these types of
wearable joint-bend interfaces can be found in full-body
motion capture outfits for computer graphics, and flexible
fiber-optic angle-sensing systems such as ShapeWrap by
Measurand [5].

The systems above were developed for single subjects, and
many do not scale well to ensemble performances. For
instance, the bandwidth of the Expressive Footwear system
was limited 60 Hz full-state updates for two shoes.
Furthermore, no provision was included to sense upper body
or arm motion. Some of the centralized backpack systems
enable more than one dancer to be accommodated, but the
wires running from various sensor locations to the central
body-worn transmitter are cumbersome.

Another approach to gesture tracking for dancers avoids any
body-worn hardware by exploiting computer vision,
processing video from a camera or cameras watching the
stage. This technique is now well established, and platforms
like the Very Nervous System [6], Eyes Web [7], Big Eye,
and Jitter are used by many composers. The prevalence of
optical tracking methods has even prompted some artists to
develop their own video analysis tools, e.g., [8,9]. This
approach is processor intensive, and although the underlying
technology and algorithms are steadily improving, computer
vision is further limited by constraints on lighting and
choreography; robustness to occlusion and background noise
remains problematic. Hence, obtaining multiple relevant
features reliably from a dance ensemble in a performance
setting can be difficult.

Accordingly, we have developed a system of compact
wireless inertial sensors that can be worn on the hands and
feet of a group of dancers to enable real-time gesture tracking
over the entire ensemble. This approach has advantages over
other techniques in that each point of measurement has a
dedicated wireless connection, the system easily scales to a
flexible number of performers and number of points of
measurement on the body, does not suffer from occlusion,
and provides sensor data which is immediately relevant to
features of human motion.

2. GOALS

The motivation for this project is the recent opportunity to
leverage low-power, high-bandwidth RF solutions and



Proceedings of the 2006 International Conference on New Interfaces for Musical Expression (NIMEQ6), Paris, France

compact inertial sensors to create a wearable wireless motion
sensing system meeting the demands of many points of
measurement and high data rates. Our goal is to implement
such a system for an interactive dance ensemble, which is in
some ways an ideal situation for pushing high performance
requirements. A highly active environment of human motion
demands an unrestricting yet sturdy wearable design.
Obtaining detailed information about the movement of the
human body and the interaction of multiple human bodies
demands many points of measurement. Most importantly,
using this information as a vehicle for interactive
performance, specifically with musical feedback, demands
rapid data collection and analysis to achieve a response with
a sufficiently low latency. In the broader scope, we hope to
test the applicability of this system to other applications,
such as analyzing the dynamics of team sports, physical
therapy, biomotion measurement and analysis, or personal
physical training.

3. HARDWARE DESIGN

The current hardware design has its roots in the Stack [10], a
modular system, including full IMU card, developed by our
research group several years ago as a compact and
customizable alternative to our earlier Expressive Footwear
design. However, the data radio used at the time was limited
to only 115 kbps, far too low for our application. Assuming
we would like to outfit an ensemble of five dancers wearing
sensors on wrists and ankles, with full state updates at
100Hz, the inertial sensors alone generate:

6sensors x 12bits/sensor x 20nodes x 100Hz = 144kbps.

If we wish to transmit additional information from the
capacitive sensors, and account for the increased overhead
costs associated with sending small frequent packets for low-
latency, five dancers could easily require up to 400kbps in
practice.

Although compact sensor clusters have been developed at
other institutes, none have the characteristics that we need in
terms of combining low power and small size with such high
data rates. Motes are quite established for sensor networks,
but most support mainly peer-peer routing at lower data rates
than needed here. Likewise, the Smart-Its and its descendants
[11] are designed to work at data rates similar to the Stack.
Flety and collaborators at IRCAM [12] have built wireless
sensor networks that use a similar transceiver as used in the
Stack (and hence also exhibit limited data rate) and others
that use the WiFi 802.11 standard, which tends to be much
too power hungry for efficient continuous operation with a
modest battery. Emmanuel Tapia of the MIT Media Lab has
designed very compact wireless accelerometer sensors
capable of higher data rates [13], but our application requires
more sensor degrees of freedom.

The design presented here includes a full six axis IMU, node-
to-node capacitive proximity sensing, and flexible
expansion capabilities, combined with a low power 1Mbps
radio. The sensor node (Fig. 1) measures 4cm x 4cm x 2cm,
not including the protruding antenna and external battery
pack. As shown, with the battery included, the weight is
approximately 45 g. We chose to decouple the battery from
the main circuit board, so that it could be affixed to the strap
rather than adding to the bulk of the sensor package. This
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makes the node more comfortable to wear, provides easy
access to the battery, and allows for flexibility in the choice
of battery pack.

The nRF2401A data radio we utilize is a small, low power,
2.4 GHz device providing up to 1Mbps data rates. Our
communications protocol is a TDMA scheme [14] in which a
basestation polls the network for data at the sampling rate,
and each node responds within a preprogrammed time slot.
The basestation then transmits the data to a central computer
via USB for processing. Using this scheme, one basestation
can handle full state updates at 100Hz for over 25 nodes. This
is a significant performance improvement over previous
designs. The workable RF range on these devices appears to
be on the order of 50 feet, depending on the local RF
environment.

Figure 1. Sensor node on wrist (upper left), removed (upper
right), and exposed circuit board (bottom).

The IMU is made up of Analog Devices ADXRS300 rate gyros
and ADXL203 accelerometers, as well as associated analog
circuitry. Sensor signals are collected by the 12-bit analog to
digital converter built into the onboard processor, a TI
MSP430F14x. This microcontroller was favored because of
its low power consumption, capable A/D, and ample /O, as
well as its use in several of our group’s ongoing projects.

The node-to-node capacitive proximity sensor operates by
alternating transmit and receive modes on each of the sensor
nodes, with only one node transmitting at a time, while the
body is grounded. Because of timing constraints, it is not
feasible to record measurements for every pair of nodes;
rather, several simultaneous transmit nodes and several
concurrent receive nodes can be selected in software. During
transmit mode, the microcontroller drives an LC oscillator,
which generates a high amplitude pulse (tens of volts peak-
to-peak) at 91 kHz. During receive mode, the pulse is picked
up by the receiving node, amplified, and sampled in
quadrature to estimate its amplitude without the need for
phase coherence. The nodes are able to use the same electrode
for both transmit and receive modes, thanks to an efficient
amplifier circuit inspired by the School of Fish, an electric
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field sensing tool designed several years ago by a former
Media Lab student [15]. Capacitive sensing requires an
electrode with sizeable area — this could possibly be
integrated into the strap securing the sensor package to the
body using highly conductive textiles such as Bekiweave
[16].

Additional capabilities include a free digital input for
interfacing with a Polar heart rate monitor, a free SPI
interface for connecting with other digital devices, and a free
analog input with associated signal conditioning circuitry
for handling an additional resistive sensor, such as a pressure
sensor, bend sensor, or light sensor. All of these optional
signal lines are broken out to a compact expansion port,
which also acts as the programming interface.

Power consumption is always of prime importance in the
design of wireless devices; the power source tends to be the
largest and most cumbersome component of the system.
Unfortunately, our desire to operate continuously with three
rate gyros prevents this design from meeting traditional low-
power requirements. Each gyro may consume up to 30mW,
and their slow setup time prevents them from being power
cycled. The data radio is also comparatively power hungry,
consuming up to 60mW in receive mode and 40mW in
transmit mode, but this can be managed in code by
minimizing the amount of time spent in active modes.
Ultimately, we chose to operate the system with lithium
polymer batteries because they are lightweight, compact, and
rechargeable. With two compact 145mAh cells in series, as
pictured above (Fig. 1), the node can operate for four hours
on one charge.

4. RESULTS

The major advantage of having enough bandwidth to operate
multiple sense points on multiple wearers simultaneously is
the ability to obtain detailed information about correlated
activity within a group. In the context of a dance ensemble,
time and spatial correlations can be used to determine which
dancers are moving together, which groups are leading or
lagging, or perhaps which dancers are responding to one
another with complementary movements. With this in mind,
our preliminary analysis focuses mainly on the feasibility of
extracting simple features that can be used to describe general
group dynamics.

4.1 Correlated Motion

Previous work has shown that cross-covariance can be used
to express both time separation and spatial similarity of
gestures performed by multiple users [17]. For example,
Figure 2 illustrates pitch gyro data for the hands of three
subjects performing a similar gesture in sequence. The
locations of the peaks in the associated cross-covariance
curves (calculated with respect to subject 1) give the time
lags between the three events. In addition, the height of a
peak gives a measure of how well the signal shapes are
correlated. In this way, we can also obtain a sense for the
spatial similarity of the events. Here, subject two does a
slightly better job at mimicking the motion of subject one.

One problem with cross-covariance as a feature is that it
requires a complete segment of data to calculate. In a
streaming situation, windowed cross-covariance must be
used, where the window size is chosen to make a tradeoff
between latency and the maximum time separation that can
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be expressed. A feasible use of cross-covariance requiring a
short window might be to follow how closely dancers
synchronize to music or to a leader, where the delays between
their correlated motions are expected to be within a second.

2000 T T T T T
1000 —
0 Subject 1
. ; ‘ ‘ ‘ ‘
2000 T T T T
oF 4 .
~/ Subject 2
2000 : ‘ i ‘ ‘
2000 T T T T
1000 A .
, /'\.\\/.__ | Subject 3
1000 ; ‘ ‘ : ‘
1 A T T
o, = XCovariance - Subject 2 and 1
05 == XCovaria - Subject3and 1
2N ® Estmated Delay XCcov
° NS e Maees” i
o : . ; ‘ .

[ 1 2 3 4 5 6 7
Seconds

Figure 2. Raw data for hands raised and lowered in
sequence (only the pitch gyro is shown) and resulting
average cross-covariance.

To test this idea, six sensors were given to three dancers
participating in a ballet lesson; each wore one on the right
wrist and one on the right ankle. The class then performed an
exercise involving a repeated sequence of leg swings
executed in unison, to music. Although they were roughly in
time with the music, the dancers were not necessarily
looking at each other or at an instructor, creating a small but
clearly visible delay in their motions (the rehearsal was
documented on video for reference). Figure 3 shows a portion
of the raw data collected from the leg of each dancer. Because
there was very little arm motion associated with this
exercise, only leg motion is discussed here. The area from
about 35 to 65 seconds corresponds to the synchronized
sequence of swings made with the right leg.

Dancer A

40 50 60
Dancer B

90

A .
40 50 60
Dancer C

Normalized Roll Gyro Signal

1 ! L L ! L L L L

80 90

30 40 50 60
Elapsed Time (Seconds)

Figure 3. Selected raw data from the ankles of three ballet
students performing a sequence of leg swings in unison.

Figure 4 shows the result of windowed cross-covariance
analysis on this data segment with a window size of 1 second
and a step size of 0.25 seconds. That is to say, at each
interval of 0.25 seconds, a window of data was considered,
the cross-covariance vector was computed individually for
each sensor value, and then the individual vectors were
averaged to produce a result. Note that the area of peak cross-
covariance, shown in white, tends to waver around the
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baseline as time progresses. This is consistent with the
dancers slowly leading and lagging with respect to one
another by small amounts. Because the step size is small
enough, individual leg swings and their synchronicity across
the ensemble can be picked out. It is clear from the relatively
stable middle plot that Dancer A and Dancer C were closely
synchronized for the duration of the exercise, while Dancer B
fluctuated from about 0.3 seconds ahead of Dancer A to 0.3
seconds behind Dancer A. This fluctuation reflects accurately
what is visible in the video. Interestingly, it turns out that
Dancers A and C were facing each other during the exercise,
while Dancer B had her back turned to the others.

Dancer A with respect to Dancer B

Dancer A with respect to Dancer C

30 40 50 60
Dancer B with respect to Dancer C

Lag Time (Seconds)

30
Elapsed Time (Seconds)
Figure 4. Windowed cross-covariance (averaged across
sensor values) between pairs of dancers, for the data
segment presented in Figure 3.

4.2 Quantifying Activity

In addition to extracting correlations between the activities
of a group, it is important to obtain information about the
properties of the activities being observed. These properties
might include variations in the overall activity level of an
individual or group at different time scales, principal axes of
movement, or other features extracted during an interval of
high activity.

One approach to activity measurement involves computing
the average running variance for various combinations of
sensors on individual nodes. If the separation between
gestures is long enough, variance spikes can be used to
delineate them. In other cases it might be useful to use a
lowpass filter to obtain an envelope on the running variance,
in order to determine slower trends in the activity level. For
example, data was collected from the right wrist and ankle of
a ballet student performing a sequence of motions in which
slow kicks with the right foot transitioned into fast, tense
kicks (in ballet terminology, petit battement). The full
sequence is framed with a stylistic tension and release of the
right arm at the beginning and end, respectively. Figure 5
shows a portion of the raw data from this segment along with
four different activity envelopes obtained from the windowed
variance of both upper and lower body movement.
Accelerometer activity here denotes the average variance
across the accelerometer axes, while rotational activity
denotes the average across the gyro axes. One can clearly see
a marked increase in activity as leg motion transitions to
faster kicking. The role of the arm movement is apparent in
the activity envelope as well.

Similar conclusions can be drawn from figure 6, which
illustrates the activity envelopes of leg motion for each
dancer during the period of correlated activity highlighted
earlier in figures 3 and 4. Two areas of peak activity across
the ensemble appear around 50 and 60 seconds into the
sample, corresponding to repeated leg swings over the full
range of motion from front to back and back to front. The
general trend of activity is increasing over the segment from
30 seconds to 60 seconds, as the instructor urges the dancers
to make each leg swing “successively higher”. Finally, we
see activity for Dancer B in the interval from 10 to 20
seconds that is not reflected in the movements of the other
dancers, corresponding to a few “warm-up” leg swings by
Dancer B. Comparison of the activity levels is all that is
required to flag this unique period of activity, at which point
it could be analyzed more closely, or used as evidence that
Dancer B should be clustered in a different subgroup from
Dancers A and C. Note that the cross-covariance analysis
shown in figure 4 is unable to compare the warm-up leg
swings with motion occurring later in time, because the
window is only 1 second long. Given enough storage and
computing power, one solution is to save interesting data
segments for correlation with future data, or to monitor
running cross-covariance on multiple time scales.
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Figure 5. Selected data and resulting activity envelopes as
dancer transitions from slow Kkicks to rapid tense kicks.
Sequence of leg motions is framed by stylistic arm motion.
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Figure 6. Activity envelopes for the synchronized leg
movement highlighted in Figures 3 and 4.
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Looking at figure 5 and 6, it would seem as if there is no
reason to distinguish between accelerometer and gyro
activity. Indeed, sensor activity on a single node is often
highly correlated, because human motion is unlikely to occur
along only one axis. The accelerometers are also subject to
gravity and centripetal acceleration, so rotations will be
picked up strongly in some cases. It should be possible to
use the gyro signals to help isolate translational acceleration
from other types of movement picked up by the
accelerometers. However, if one wishes to identify specific
classes of activity, it may be more important to compare
motion along each axis than rotational versus translational
motion. One approach is to keep track of which sensor has
the highest variance on each node or on each individual, with
the goal of analyzing activity one person at a time. A more
efficient approach might be to create a group feature such as
mean activity on each sensor axis, for each limb, across the
entire ensemble, to determine the predominate axes of
collective motion.

For example, figure 7 demonstrates the results of a group of
three people raising and lowering their right hands in
unison. The bottommost plot indicates the variance on each
sensor axis for the right arm, averaged across all three
subjects. Note that the average variance of the pitch gyro
dominates. This supports our intuition that the act of raising
and lowering the hand involves mostly a rotation in pitch.
Extracting this information from average windowed variance
may simplify the task of detecting specific gestures by
determining which sensor signals are most important, or by
defining a subgroup that is performing a similar gesture
before applying heavier analytical techniques. One can also
imagine a situation in which the correlation measurements
discussed above are desired, but it is unclear who should be
interpreted reasonably as a “reference” for the rest of the
group. By comparing the average group variance to the
individual variance, one can determine if the motions of a
specific subject are characteristic of the entire group, or lie
outside the norm.
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Figure 7. Right arm pitch gyro signals and windowed
variance averaged across subjects for each sensor axis, as
hands are raised and lowered in unison.

4.3 Capacitive Sensor

One of the limitations of small-scale inertial sensing is that
it is extremely difficult to obtain a reference frame for any
sort of position tracking. Yet, the shape of the body may be
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a more intuitive communication tool than the dynamics of
the body. To supplement inertial data with information even
as simple as “arms together” and “arms apart” would add
significant depth to the interface. This was the idea behind
the node-to-node capacitive proximity sensor.

Initial performance evaluations have determined that the
capacitive system suffers from a very nonlinear response,
which, coupled with high noise levels, limits its useful range
(Fig. 8). Despite this, nodes grounded through the user’s
body can be sensed up to a spacing of 30cm with a 16cm’
electrode. Nodes that do not share a ground, i.e. worn by
different individuals, have reduced range but can still be
detected. Past attempts at similar sensing systems have
achieved better range, possibly due to higher voltage output
on the transmitting electrode [15,18]. It may thus be

possible to improve the performance with minor
adjustments.
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Figure 8. Typical response of the capacitive sensing
system.

In the current version, because of the reduced sensitivity
beyond about Scm, it may not be efficient to transmit a full
12-bit value for every capacitive measurement. Rather, the
signal should be compressed to fit a range of 8 or fewer bits
with a more linear response. Another possibility is to use the
existing response to form a simple one-bit indication of
close versus distant. Until improvements can be made, this
scheme fulfills the minimum requirements. In either case,
data reduction will enable the transmission of capacitive
measurements from more nodes without compromising the
bandwidth available for higher priority sensor data.

S. GENERATING MUSICAL FEEDBACK

To demonstrate the utility of the system as a multi-user
interface for interactive performance, it will be necessary to
map extracted activity features to musical sound in a
satisfying way. In a traditional free gesture interface, each
degree of freedom might be mapped directly to a specific
continuous control or set of event triggers. In this system,
however, there are at least six degrees of freedom per node
provided by the inertial sensors, and typically four nodes per
user, making direct mapping impractical. Taking the first
step towards a practical strategy for musical mapping in this
framework, we have been focusing on forming descriptions
of motion at the group level rather than at the individual
level. As suggested above, simple group features can express
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a whole range of useful information, such as who is leading
and who is following, degree of correlation across the
ensemble, changes in activity level across the ensemble, the
existence of subgroups or clusters within the ensemble that
could be considered separately, principal axes of activity
within subgroups, the location of an event unique to one
individual, or relationships between levels of upper body
motion and lower body motion. In turn, the treatment of the
ensemble as an organic unit offers new possibilities for
musical interpretation.

However, the potential amount of information expressed by
these group features alone is still too large for a direct
mapping to music. The problem can be simplified by
interpreting group dynamics in the context of a specific
piece. For example, the music can be generated from a loose
framework or score designed alongside the choreography. At
a given point in the score, one may be looking for a specific
set of possible changes in the dancers’ movements that
signal musical events such as changing timbral qualities, the
entrance of a new melodic line, or a shift to a new section. By
placing contextual limits on the decision space, pattern
recognition algorithms can be trained on a specific
performance to streamline the control process. Although the
dancers do not actually generate music directly under this
model, they are able to freely control their progression
through sections of the score, alter their interpretation of the
context, and add embellishments. This approach should
provide a balance between musical continuity and the sense
of causality between the movements of the dancers and the
generated sound, which is essential for an engaging
interactive performance.

One limitation to address is the fact that many of the features
discussed in this paper are slowly varying, or have a
significant amount of latency associated with them. This is
unsuitable for triggering sudden events or percussive sounds,
as the human tolerance to latency in this case is quite low. It
may be possible to train a state-based gesture-tracking model
that would allow for rapid activity detection by predicting
future states, but applying a simple threshold on one or more
continuous features may be a better option.

6. CONCLUSIONS & FUTURE WORK

In this paper, we have presented a compact, wearable sensor
system enabling real time collective activity tracking for
interactive dance. The sensor node comprises a full 6-axis
inertial measurement unit with supplementary capacitive
node-to-node proximity sensing. Preliminary results
demonstrate that our design is viable for analyzing a wide
range of collective activity parameters in a dance setting. As
the current =1.7g accelerometer was found to have
insufficient range to capture certain quick motions, it will be
replaced by the +10g ADXL210E. We also hope to increase
the range of the capacitive sensor. Future work will focus on
adding to the feature set developed here, assessing real-time
operation with special attention to low-latency requirements,
and developing a more specific framework for music
generation with implementations in Max/MSP or PD.
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ABSTRACT

The Klangdom is an audio spatialization instrument
developed at the Institut fiir Musik und Akustik at the ZKM. It
is made up of 39 Meyer Sound loudspeakers hung on four
sliding tracks, allowing for easy re-configuration of the
speaker setup. The audience sits inside the Klangdom, which
can be controlled either directly via a mixer, by externally
developed software, or by a sequencer for sound movement,
Zirkonium, developed at the ZKM. Zirkonium can accept and
spatialize audio generated by other applications (even on
remote machines) and can simulate the Klangdom over
alternate speaker setups to aid composition and dissemination
(e.g., in stereo or 5.1).

Keywords
Sound Spatialization, Ambisonics, Vector Based Additive
Panning (VBAP), Wave Field Synthesis, Acousmatic Music

1. INTRODUCTION

At the Institut fir Musik und Akustik (IfMA) at the ZKM |
Zentrum fiir Kunst und Medientechnologie Karlsruhe, we are
focused on commissioning, producing, and presenting
electroacoustic music. To this end, we have a variety of
ateliers, studios, and concert spaces, one of the better known
being the Blauer Kubus (the Blue Cube), which is the I[fMA's
configurable environment for concerts as well as a
sophisticated production facility. The Kubus has always been
well equipped for presenting music in standard formats such
as quadraphonic, 5.1, octophonic, or 16 channels. Though we
have in the past had some speakers hung overhead, above the
audience, the majority of the loudspeakers were positioned
around the outside edge of the Kubus, limiting our ability to
create a completely immersive sound experience. Moreover, as
the number of channels increases, the control of a multi-
loudspeaker environment seems to call for a different
instrument than a mixing console. It was the desire to create
such a system which led to the Klangdom project.

2. HISTORY

The spatial distribution of sound events is a parameter used in
many musical genres and has played an important role in
electroacoustic music in particular since its very beginnings.
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As early as 1951, the studio at the Radiodiffusion-Télévision
Francaise (RTF) employed a quadraphonic spatialization
system with two front channels, one channel in the back, and
one above the listeners and developed a controller for the
system, the pupitre d'espace[16]. The pupitre d'espace was
used as an instrument for live control of spatialization. As we
can see in this example, spatialization is accomplished
through the inter-working of three different components:
loudspeaker position, technique for routing sound to the
loudspeakers, and a controller for positioning the sound

sources.

Figure 1. The Blauer Kubus

A thorough description of the development of multi-channel
sound in electroacoustic music is unfortunately not possible
in the space permitted. We refer the interested reader to Zvonar
2005[16] and Kiipper 1984[9] for discussions of various
aspects. To summarize the developments, we can broadly
observe two approaches develop which we will label the
acousmatic approach and simulation approach.

The acousmatic approach can be thought of as an extension of
musique concréte. Similar to how musique concréte focuses on
the capabilities of the tape machine as a source of generating
musical material, the acousmatic approach focuses on the
loudspeaker and its qualities as a way to organize sound in
space. This is best illustrated by the acousmonium[3],
developed at GRM in the mid-1970s. An acousmonium is
made up of different types of loudspeakers distributed
throughout a room. An acousmonium is usually played live by
a composer/performer who routes the audio of a piece (often 2-
channel) to the different loudspeakers, taking advantage of the
sound reproduction characteristics and physical placement of
the loudspeakers to realize a live performance. Another system
with a similar philosophy is the sound dome of the sort
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championed by Leo Kiipper[9] and exemplified by the German
Pavilion at the World Expo '70 in Osaka, Japan. Though a
sound dome is typically assembled from one particular
brand/model of loudspeaker, in both it and the acousmonium,
the composer/performer does not directly control sound
position in 3D space as a parameter — rather she controls the
routing of the sound to loudspeakers, which by their very
location define the virtual position of the sound source.

The simulation approach, by contrast, uses 3D space as
parameter, hiding the internal routing to the loudspeakers and
uses signal processing and psycho-acoustic properties to
produce the illusion of a sound emanating from a particular
point. Whereas the acousmatic approach can be realized in the
analog domain with just a mixer, the simulation approach
more or less requires the intercession of a computer. One of the
early pioneers of this approach was John Chowning, who in
his 1971 article[2] described techniques for simulating
moving sound sources over a quadraphonic speaker setup. The
Spatialisateur or Spat[7] developed at IRCAM is an evolution
of this idea and lets the user specify a sound source's position
as well as its reverberation characteristics, which are also
important for the perception of sound localization.

Other recent work along the same line has focused on Wave
Field Synthesis and Ambisonics. Wave Field Synthesis[4]
uses a large number of small loudspeakers to synthesize an
approximation of the wavefront that would be observed were
there a sound source at the specified position. Ambisonics
similarly approximates the sound field at a point, but does so
using ordinary speakers[6].

3. CONSTRUCTION

The goal for the Klangdom was to be able to bathe listeners
inside the Kubus with a wash of sound from all directions. To
accomplish this, it was important that we be able to place
loudspeakers around the public, covering the entire 360
degrees of azimuth and 90 degrees of zenith (the top half of a
sphere). However, flexibility was also a key consideration. We
wanted the placement of loudspeakers to be configurable and
the individual components to be usable outside of the
Klangdom.

Figure 2. The Interior of the Kubus

Since we were working with an existing space, the Kubus, and
did not have the luxury of building a new space for our

spatialization environment, practical requirements played a
major role in the design. Any infrastructure we built needed to
augment and play well with our existing capabilities. This
determined our choice of loudspeaker and scaffolding for the
dome.

3.1 Speaker Type

Several factors influenced our choice of speakers. First of all,
we wanted the flexibility to use the speakers in the context of
both a simulation as well as an acousmatic strategy. We also
wanted to be able to achieve concert volumes without having
multiple loudspeakers project the same signal because of the
resulting sound coloration. Additionally, we have a heavy
schedule of concerts and guest artists and can always use a few
extra concert loudspeakers. Thus, one of the main requirements
was that the loudspeakers be powerful and of a good enough
quality to be usable outside of the spatialization system. We
settled on Meyer Sound UPJ-1 as a high-quality speaker. We
have 33 UPJ-1, augmented with four CQ-1 and two CQ-2.

Using these speakers ruled out Wave Field Synthesis, since
WES functions best with small loudspeakers.

3.2 Speaker Positioning

A requirement for the Klangdom infrastructure was that it
permits the loudspeakers to be quickly moved. There are both
theoretical and practical reasons for this requirement.

First of all, given the range of music we present, we need to be
able to accommodate a variety of loudspeaker setups. Though
the default setup for the Klangdom is a "balanced"
arrangement of speakers (more on this below), a composer may
intentionally, for artistic reasons, desire an alternate speaker
setup.

Additionally, works we present in the Kubus may have a visual
component. We need to be able to rearrange the speakers to
ensure that the visual aspects are properly represented — e.g.,
allowing the projector unfettered access to the projection
screen. And since one concert program may involve works
requiring different speaker setups, the Klangdom needed to be
reconfigurable quickly, within the time allotted by a brief
intermission.

Figure 3. Distance-oriented distribution of speakers

Though quick reconfiguration and support for exotic setups
was a consideration, we wanted the Klangdom to also be able
to accommodate the ideal loudspeaker setup. What is the ideal
loudspeaker setup? The answer is dependent on the
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technology employed for sound spatialization as well as
compositional aims, but one reasonable answer is to distribute
loudspeakers as "equally" as possible over the surface of a
sphere. This is known in mathematics as a spherical code[14]
and is, for example, the approach taken by Ambisonics[13].

However, distributing the speakers on the surface of a sphere is
at odds with the geometry of the Kubus. As the name suggests,
the Kubus is a rectangular prism and to build a spherical
structure inside it would result in a considerable amount of
unusable space. One option would be to distribute the
speakers over an ellipsoid, as done by Kiipper in Linz, but
constructing curved rails to hang the loudspeakers upon
proved to be considerably more expensive than building
straight ones. Thus we decided to work with the geometry
given by the Kubus and distribute the speakers on tracks
parallel to the walls of the Kubus. Within these requirements,
we created two canonical configurations — one distributes the
speakers evenly in space (the distance between two speakers),
the other evenly with respect to the angle between two
speakers.

= r
Figure 4. A Klangdom trolley

We built three rings, along with one straight segment directly
overhead, upon which to hang the loudspeakers. The two
outermost rings are comprised of track into which we can
insert a trolley. The speakers are attached to the trolley by two
cables to prevent them from rotating unwantedly. The speakers
on these two tracks can easily be shifted laterally. The
innermost ring is a one-piece ring, which does not facilitate
the easy lateral movement of the speakers, but can be raised or
lowered via a winch.

4. CONTROL

In keeping with our motto of flexibility, we have tried to stay
as open as possible with regards to control for the dome.
Although Wave Field Synthesis cannot work well with the
given hardware, we can support other standard panning
algorithms, such as Ambisonics and Vector Base Amplitude
Panning (VBAP)[12].

Since the loudspeakers have built-in amplifiers, they are
attached directly to a Yamaha DM2000 mixer and any
computer with an audio interface capable of feeding 39
channels can connect to and drive the system. Thus, if a
composer/performer comes to us with her own preferred
spatialization software, she can easily plug that in.
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However, for the cases where the composer does not have
spatialization software prepared, we have developed our own
software solution, Zirkonium.

4.1 Zirkonium

Zirkonium is software for sound spatialization based as
heavily as possible on components provided by Apple as part
of CoreAudio[1]. This ties us to Apple hardware but allowed us
to develop the software more quickly, incorporating more
functionality, than if were to have taken a cross-platform
approach.

To use Zirkonium, the user defines a set of resources they want
to pan. A resource is compromised of one or more channels of
audio and may come from a sound file (AIFF, WAV, MP3, AAC,
among other formats), from an audio interface, an AUNetSend
input (an AudioUnit plug-in[1] that receives audio over a
network) or a Jack[10] source. Having AUNetSend and Jack
sources make it possible for other programs such as a digital
audio workstation (DAW), Max/MSP, or SuperCollider to send
audio into Zirkonium.
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Figure 5. The Zirkonium interface

Once in Zirkonium, each channel of a resource is made
available as a sound source which can be panned around the
dome. We employ a panning technique that we have developed
and call Sound Surface Panning (SPP). SPP is not actually a
panning algorithm itself, but a technique for expanding the
capabilities of an underlying panning algorithm such as
Ambisonics or VBAP. Ambisonics and VBAP are oriented to
controlling the position of point sources. SPP extends the
underlying panning algorithm to make "sound size" a variable
of control. Though a better solution needs to incorporate
decorrelation [8][11], SPP takes a naive approach and
decomposes a "rectangle source" into a mesh of points
regularly distributed inside the rectangle, applies the
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underlying panning algorithm to these points, and then scales
the output so the resulting acoustic power remains 1.

Using SPP, each sound source has 4 control parameters: X and
Y position and width and height. These may be controlled in
the GUI with the mouse, by a HID controller such as a joystick,
or from another program via OSC[15]. Zirkonium can also read
a panning score file and schedule the events described therein.
We have also created a plug-in to control the pan parameters
from within a DAW, better integrating spatialization into the
composition process.

As hinted above, AudioUnits can also be hosted in Zirkonium.
The Apple 3D in particular is utilized to facilitate some of the
software's functionality. Zirkonium can produce a mix
designed for listening over headphones or a 5.1 setup. This is
done using the Apple 3D Mixer and specifying one of HTRF,
Kemar Head, or 5.1 as the spatialization target and setting the
positions of the loudspeakers as the locations of virtual sound
sources. Such a mix may not be optimal for all purposes, but it
may nonetheless be useful.

5. FUTURE WORK

Our work with the Klangdom is still in the early stages. Given
our flexibility in loudspeaker positioning, we plan to
investigate the utility of various loudspeaker configurations.
One aspect of this work is to characterize the distortion
incurred because of the non-ideal position of the speakers and
look for ways to improve this. We also intend to investigate
loudspeaker setups that have a psycho-acoustic foundation,
rather than a pure mathematical one. Continuing the
development of the SPP technique is something else that we
see as important. For example, we are looking at ways to
incorporate decorrelation. Designing and utilizing controllers
is another area of research we are undertaking. As mentioned
above, HID devices can be used to control the Klangdom and
we would like to take advantage of force-feedback and haptics
as a means of making the use of the Klangdom instrument
more natural. To this end, we have also begun the design of
tangible interfaces for controlling the Klangdom and expect to
see interesting results. In the near future, we will be
commissioning composers to realize compositions for the
Klangdom. We expect the experience of working with
composers using the system will bring about new insights,
challenges, and changes.
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ABSTRACT

Traditional uses of virtual audio environments tend to focus on
perceptually accurate acoustic representations. Though spatial-
ization of sound sources is important, it is necessary to leverage
control of the sonic representation when considering musical ap-
plications. The proposed framework allows for the creation of
perceptually immersive scenes that function as musical instru-
ments. Loudspeakers and microphones are modeled within the
scene along with the listener/performer, creating a navigable 3D
sonic space where sound sources and sinks process audio accord-
ing to user-defined spatial mappings.

Keywords

Control paradigms, 3D audio, spatialization, immersive audio
environments, auditory display, acoustic modeling, spatial inter-
faces, virtual instrument design

1. INTRODUCTION

Virtual environments (VEs) have received considerable inter-
est from researchers in fields as diverse as scientific visualiza-
tion, cognitive perception, and medical therapy. Despite contin-
ued improvements in the quality of VE audio components, there
has been comparatively little use of this technology in the ar-
eas of musical performance and interactive sonic display. This is
perhaps due to the simplistic and impoverished audio represen-
tations, geared largely toward gaming applications on consumer-
grade systems, that dominate the field. In these simplistic models,
virtual sound sources are associated with fixed models of prop-
agation, with audio rendered identically for every source. The
demands of musical composition and performance, however, re-
quire far greater flexibility of control over sound propagation and
mapping strategies. Musicians are typically less interested in
having perceptually accurate acoustic models, and would rather
have the power to manipulate or exaggerate those affects for artis-
tic purposes. The research framework described here is among
only a few (eg. [11,12,14]) that have explored VEs from the per-
spective of musical performance. It allows for the control of var-
ious features on the basis of individual sound sources and sinks,
thereby facilitating the design of rich 3D audiovisual scenes that
function as virtual musical instruments.

The framework allows a user to create a navigable 3D scene
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where his position and orientation are modeled in space, as well
as the positions of the loudspeakers with which he will be render-
ing the scene. This allows the user to control the progression of
a musical piece by traveling through virtual space, and to switch
easily between different auditory display technologies. The con-
tent of the scene is composed of spatially positioned sound sources
and sinks that process audio according to user-definable DSP rou-
tines. Any form of input device can be used and easily mapped
to affect DSP or visualization parameters. Moreover, sonigenic
mappings can be employed to visualize the sonic properties of
various scene elements. The user’s ability to control how and
where audio propagates within the scene suggests a powerful
control paradigm, building on the human strength of spatial un-
derstanding.

2. AUDIOIN VIRTUAL ENVIRONMENTS

By incorporating diegetic' audio into a VE, we provide users
with additional information for localizing objects and events in
the scene. This allows them to perform more parallel and si-
multaneous tasks, since the cognitive load imposed on the user
is lessened. Furthermore, the psychological immersion that the
user perceives parallels that of the real world, hopefully leading
to a more pleasant experience.

2.1 Auditory Display Technologies

Research in the area of virtual audio environments is mainly
concerned with the challenge of perceptually localizing sounds in
3D space. This is known alternatively as ‘audio spatialization’,
‘audio rendering’, or ‘sound imaging’. Many techniques exist
(see [4, 10, 13, 18] for an overview), but all these methods can
be grouped into three main classes: binaural methods, amplitude
differencing, and wave field synthesis (WES).

Binaural methods use filters to simulate frequency-based mod-
ifications to the audio signals based on a head response trans-
fer function (HRTF). The filter coefficients for sounds originat-
ing at various coordinates are acquired by empirically measuring
the audio responses on a model human head [7]. This way, one
can spatialize a sound by filtering two audio signals and render-
ing them through headphones, or through a stereo speaker setup.
Headphones are obviously the best display method, since the au-
dio signals are isolated to each ear and crosstalk cannot not oc-
cur. There are many methods for crosstalk cancellation [6], but
the user is required to stay motionless, otherwise the perceptual
effect is ruined.

The consumer-grade systems that many gamers and cinemaphiles
have deployed in their homes use several speakers placed equidis-

'The term diegetic sound is common in the film industry and
describes a sound that is presumed to be present and localized
in the scene. If a character in a movie plays an instrument, this
is diegetic music, whereas the omni-present background music
(that the character is unaware of) is non-diegetic.



Proceedings of the 2006 International Conference on New Interfaces for Musical Expression (NIME06), Paris, France

tant from the one central point, often called the sweet spot. These
systems typically use amplitude differences between loudspeak-

ers to make sounds appear from a certain direction. The commercial-

grade systems are however usually pantophonic (localize sounds
only in a horizontal plane), and require very precise speaker ar-
rangements. Some work has made periphonic (fully 3D) meth-
ods possible. Ambisonics [8] for example, encodes audio signals
with directional components (x,y,z,w), and decoders exist that
reproduce the necessary sound signals on multiple speakers to
simulate sounds arriving at the user with apparent direction. Vec-
tor base amplitude panning (VBAP) [15], groups speakers into
triplets, and a direction vector can be computed for any virtual
sound source located within the loudspeaker triangle. Both am-
bisonics and VBAP support rendering of 3D sound with variable
numbers of speakers, though ideally the speakers should be uni-
formly distributed and equidistant from the user to minimize er-
Tor.

Contrary to amplitude panning techniques, where the sound
field is accurately produced only in the sweet spot, WFS attempts
to recreate the sound field throughout an entire volumetric space.
This requires an array of many speakers, and much computational
power, in order to compute the propagation of each boundary sig-
nal. The sound field may not be completely accurate in any one
spot, but the error field is minimized and uniformly distributed,
allowing the listener to move about the space without loss of per-
ceptual auditory immersion.

2.2 3D Audio Scene Description

In the case of real-time interactive systems such as games and
virtual reality systems, there have been many attempts at mod-
eling virtual sound sources. Several toolkits available for devel-
oping such applications, including Microsoft DirectX, OpenAL,
and X3D. Creative EAX can be added to these to simulate room
reverberation effects complete with occlusions, exclusions, and
obstructions. These toolkits allow developers to move sounds
sources interactively around a virtual scene and have them prop-
erly rendered. However, support only exists for standard sur-
round formats, so arbitrary speaker configurations for ambisonic
or VBAP rendering are not yet possible.
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1: The X3D sound node model [1].

However, the most limiting factor of these toolkits is the fact
that they use very simplistic spatial models of audio sources.
Most APIs have no method to specify directivity of sounds (i.e.
all sounds are considered omni-directional), usually a maximum
of one listener is supported, and very little power is provided to
manage more complex sonic interactions between sound nodes.
In fact, the only API that supports directivity of sound sources
is X3D, which models directivity with two ellipsoids (as shown
in Figure 1). The inner ellipsoid indicates the commencement of
attenuation based on distance, which proceeds linearly until full
attenuation occurs at the outer ellipsoid.

The problems with this method are abundant. First, there is no

145

method to represent more complicated directivity patterns, such
as that of traditional musical instruments. Similarly, directivity
applies only to sound sources. Sound sinks (i.e. listeners) can-
not be modeled with directional sensitivity, thus cardioid patterns
of microphones cannot be modeled. Finally, the linear attenua-
tion model does not accurately relate to real-world physics, where
sound in fact decays exponentially.

There have been a few projects that have gone to much fur-
ther extents in modeling sound source propagation for interac-
tive systems. For example, the DIVA (Digital Interactive Virtual
Acoustics) project [17] uses ray casting (similar to methods in
3D graphics) to compute reflection paths of audio signals. Ad-
ditional virtual sources are created at the reflection points, and
by modeling surfaces with absorption parameters, they achieve
a much more realistic response of the environment. Tsingos et
al [19] augment this technique, by also modeling the diffraction
of sound around the edges of 3D objects using the uniform the-
ory of diffraction (UTD). These methods still however simplify
the directionality of sound sources in order to make their more
complicated rendering approaches tractable in real-time.

3. ASPATIAL AUDIO FRAMEWORKFOR
MUSIC & SOUND APPLICATIONS

Although the traditional methods presented earlier do offer
control mechanisms for interactivity, these often pertain to spa-
tial rather than sonic arrangement. In traditional methods, sounds
can be moved individually in real-time, but their acoustic param-
eters (directivity pattern, roll-off, etc.) cannot be manipulated dy-
namically. Rather, these parameters remain fixed and are usually
defined for the entire scene rather than an individual node. For
example, it is not possible to include some sources in the com-
putation of reverberation, while excluding others. Furthermore,
the virtual sound sources tend to map to external audio streams
(sound files, networked audio, etc.) rather than signal process-
ing objects that can interact with other nodes according to their
spatial arrangement.

For the purpose of musical creation and performance, percep-
tually accurate models of sound propagation may not always be
desired. The user (or rather, musician) may desire to exagger-
ate certain acoustic effects for artistic purposes, and use the 3D
propagation of audio as a medium for musical expression. The
audio scene representation that we propose allows for this level
of control by making sound nodes much more generic entities,
and explicitly requiring a sound connection to be made between
nodes. With proper management of these nodes and connections,
one can create a navigable 3D space, that functions as a control
interface for an immersive virtual instrument.

3.1 The Sound Node

Sound nodes in our representation can be either sources (emit-
ting sound), sinks (absorbing sound), or both. The latter case
is particularly important in the context of musical performance
since we can allow a node to absorb sound, apply DSP, and then
emit the result back into the scene. By doing so, we create inter-
nal nodes, which become virtual effects units that process audio
at some location in space. Each node is also represented with
a parametric directivity pattern, giving the user highly accurate
control over objects with which the node can interact.

Notice also that the concept of a listener within the scene is
somewhat more abstract; While traditional systems allow for only
one listener, our representation supports many. A listener is just
a particular type of sink node (or group of sinks), where the au-
dio absorbed by the sink is written to hardware buffers (eg. for
headphones and speakers). We call this an external sink, since it
relates to external or real-world entities. External sources also ex-
ist; they represent input from microphones, sound files, or other
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audio streams.

Figure 2 illustrates a simple example of how internal and exter-
nal sound nodes function together. The audio output of the scene
is delivered to the user through two external sink nodes, which
correspond to the real world headphones being worn. These are
positioned in space relative to his virtual head position. When a
user sings, their voice is propagated directionally into the scene
and interacts with any internal nodes within range. Those nodes
process the audio and emit the result back into the scene. Meth-
ods for tracking the user’s head orientation and position relative
to that of the virtual world are discussed in Sections 5.2 and 5.3.

e external
&N D !I/////////////,, R
N Iy, sinks
iy, B
iy,
Ty,
iy,
i, s l
Ve <
S 2 =
z: ) ] Y 1
(L L@y (]
A e external
internal souzee real-world

user

sound node

2: Simple example: A singer’s voice propagates directionally into the
scene, gets processed, then propagates back toward the singer.

In addition to the advantage of supporting multiple simulta-
neous listeners, it is also possible to easily change the type of
listening hardware by creating the appropriate nodes. This would
be done for example, when the user switches from headphones to
a multi-channel speaker configuration.

3.2 The Sound Connection

As mentioned earlier, a musical performance context benefits
from the addition of various parameters to more finely control the
audio propagation between nodes. Rather than having an identi-
cal propagation model for every node, we construct sound con-
nections between every source-sink pair in the scene. This al-
lows users the ability to enable and disable various connection
features.

This is important for several reasons. The fact that a node has
the ability to process audio and re-emit the result means that there
is no guarantee of diminishing sound energy as audio makes its
way through the scene. To prevent the occurrence of intensify-
ing feedback loops, the the user must ensure that only acyclic
connection chains exist. Conversely, feedback may be desirable
from an artistic perspective, so the user may wish to create such
loops among only certain nodes.

The attenuation of the sound signal with dis-
tance

DISTANCE DECAY

The amount of decay relative to the angle of
propagation

ANGULAR ROLL-OFF

DOPPLER EFFECT A variable delay as a function of distance

A low-shelf filter for small distances (close
proximity)

PROXIMITY EFFECT

ABSORPTION FILTER | A low-pass filter simulating air absorption as

a function of distance

A low-pass filter to simulate frequency-
dependent attenuation with angle

INCIDENCE FILTER

A filter with an impulse response representa-
tive of the current scene size

REVERB

1: Features of a sound connection.

The connection features are described in Table 1. The user can
specify the intensity of each feature in a given connection. This
allows for some interesting special cases; for example, the user
could “teleport” a sound signal between two very distant nodes
by removing the effects of distance decay and Doppler. Addi-
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tionally, diminishing the Doppler effect can be useful to prevent
detuning of pitched material in musical passages.

3.3 Computation of audio propagation

Once a sound connection is established between two nodes and
the various connection features have been specified, the compu-
tation of audio propagation is quite simple. Though the virtual
sound nodes we saw in Figure 2 provided cone-shaped patterns of
propagation, this is a simplification of more the elaborate mech-
anism shown in Figure 3.

3: A virtual sound node in more detail.

A source node A, with a more complicated cardioid® directiv-
ity pattern has several properties, including a 3D position (z, y, z)
and the orientation with which it radiates sound: A,a4n = (0, ¢, ).
It also has an angular roll-off, AradnRolloft, that describes how
the radiation of sound is affected at various angles of propagation.
The sink node B, has similar properties though it’s directivity is
called Bgens and it’s rolloff (not shown) is called Bsensrolloff tO
imply sensitivity rather than radiation.

3.3.1 Distance Decay

Sound decays exponentially according to the inverse square
law [16]. We compute the distance gain, Gaist, that the signal
should be multiplied by to simulate this decay:

1
(1+B-A)°
The additional control parameter, (3, is used to control the steep-

ness of the exponential decay. When 3 = 2, this model is identi-
cal to natural sound decay.

3.3.2 Angular Roll-off

The angle of incidence between a node’s orientation and the
vector connecting the source and sink can be computed with basic
vector mathematics. For example, A, is found by:

Ay = cos ! ( )

B, is computed in the same fashion. Then we compute a gain
value that simulates the sensitivity of the sink and radiation of the
source with:

ey

Gdist -

Arane(B—A)

_— 2
[Avaan| B — A @

©))

t’s worthwhile to note that such directivity patterns are com-
monly found in the field of acoustics. Most directional mi-
crophones exhibit sound sensitivity similar to cardioids, and
many traditional musical instruments have lobed radiation pat-
terns [16].

Grolloﬁ' = Araanolloﬂ' (Aa) BsensRolloﬂ' (Ba)
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While angular roll-off can be described by a mathematical equa-
tion, we choose to represent this with a lookup table for greater
flexibility to experiment with custom roll-off functions. The car-
dioid pattern from Figure 3 is more nicely depicted in Figure 4.
For each angle of incidence (i.e., An), the gain value is shown
that indicates the level of attenuation based on incidence. At an
angle of zero, the entry in the table returns 1.0. As the incidence
increases to 90°, the gain drops to 0.5 until it finally reaches 0.0
at an angle 180°.

4: A rolloff function for cardioid sensitivity/radiation.

3.3.3 Doppler

Doppler is the apparent frequency shifting of a sound as a func-
tion of changing distance. This is accomplished using a variable
delay embedded in each connection. The delay time corresponds
to the amount of time it would take a sound to travel the distance
between the connection’s source and sink.

3.3.4  Other spatial filters

We attempt to model frequency-specific audio attenuation ef-
fects based on distance and angle. For example, high frequencies
are quite directional and usually much quieter behind the source
while low frequencies tend to wrap around and are heard equally
in all directions. We simulate this with the use of a low-pass fil-
ter (which we call an incidence filter), whose cutoff frequency
increases with the angle of incidence. High frequencies are also
lost due to air absorption as the distance between source and sink
increases. This too is modeled with a low-pass filter, called an
absorption filter.

A common effect known to sound recording engineers, the
proximity effect, models the boost of low frequency energy when
the distance between source and sink is very small. This is ac-
complished with the use of a low-shelf filter, but only when when
a threshold closeness is attained. Though this is a side effect of
directional microphones in the real world, it serves as a good cue
for spatial proximity. Furthermore, it is a familiar effect that most
people will recognize, particularly performing musicians.

Another spatial effect that we consider is a simulation of rever-
beration by filtering with an impulse response function. While
this impulse function should ideally be computed directly from
the scene geometry, this has not yet been implemented in an au-
tomatic fashion. For now, the user must specify which type of
room is closest to the desired effect, similar to Creative EAX fil-
ter choices such as hallway, arena, or bathroom. In future work,
we plan to examine ray casting tecnhiques similar to the DIVA
project [17] mentioned earlier, where additional sound sources
would be automatically created at important reflection points.
The balance of direct sound, reflections, and diffuse/reverberant
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sound will greatly add to the user’s spatial awareness. The fact
that our framework allows the user to tune each of these com-
ponents is quite interesting. For example, a user could diminish
directivity effects (angular roll-off and incidence filtering) when
the distance between source and sink is larger than the reverber-
ation radius. The reverberant sound would thus dominate and
the sense of directivity would decrease, which is a common psy-
choacoustic effect. On the other hand, reverb may be heavily
exaggerated or made to contradict directivity for an interesting
artistic effect.

4. THE ROLE OF GRAPHICS

A further important distinction of our approach from other
projects is the rich visual component. In our framework, graphics
are not only used as an artistic medium, but are essential compo-
nents of the editing and authoring environment. When dealing
with large amounts of data and many control parameters, it is im-
portant to have suitable feedback. For example, the designer of
a complex scene can visually perceive the spatial arrangement of
sound nodes, when doing so by ear might be difficult or impos-
sible. In performance, graphical feedback provides a high degree
of precision when directing a sound towards a particular sink,
especially when either are in motion.

4.1 Graphical Engine

Since users of the system are creating artistic content, we would
like to provide a graphical engine that supports beautiful and con-
vincingly believable content. This means that our engine should
allow designers to develop 3D graphics with the most cutting
edge tools on the market. Ideally, we would like to allow graph-
ics development with any commercial application that designers
might be comfortable with, and then provide a simple mechanism
to incorporate these graphics into the virtual world.

The scene that is displayed will typically be composed of com-
plicated, independently designed 3D models such as: people, mu-
sical instruments, audio equipment, and architectural elements
such as furniture, walls, and floors. The spatial interactions be-
tween these elements will likely be high-level involving simple
movements like translation, rotation, or scaling. We anticipate
that the need to control these models at the vertex level will
be rare, although the ability to animate various components of
these models will be required - for example, articulating the body
parts of a human avatar. With these constraints in mind, we have
adopted a scene-graph representation for the virtual world.

A scene-graph is simply a data structure that organizes the log-
ical and spatial elements of a 3D scene. Each element is repre-
sented as a node in a tree structure, such that any spatial trans-
formations performed on a parent node will be propagated au-
tomatically to all children nodes. Scene-graphs are particularly
useful for representing rigid structures and managing hierarchical
scenes where groups of objects are animated together. By apply-
ing operations to the parent node, we can affect all other grouped
elements without specifically indicating them. This holds not
only for spatial commands, but also for logical commands such
as hiding a group, pruning it from the scene, and propagating
other higher-level parameters.

A custom 3D engine has been developed using the OpenScene-
Graph (OSG) [2] graphics toolkit, that allows interactive control
of various 3D models, with several audio-centric graphical ele-
ments made available to the user. The user is also provided with
tools to distribute the rendering over several screens, so that a
truly immersive environment can be created.

4.2 Sonigenic Graphical Display

When dealing with audio propagation on such a controllable
level, it may become difficult to conceptualize what processes
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are taking place. The possibility of meaningful visualization is
thus highly appealing. We provide users the ability to visualize
the directivity of their sound nodes with a ‘laser beam’, wire-
frame mesh, or lighting affects. Each approach has its respective
benefits and drawbacks. The laser beam only shows the direc-
tion vector of a sound node, while the wireframe mesh shows the
radiation or sensitivity pattern as well. Lighting, though compu-
tationally expensive, can act as an appealing analog to the behav-
ior of sound as it propagates. Light has similar decay properties
(in terms of both distance and angle), but can only be used to
visualize monotonically decreasing roll-offs.

For each sound node, an animated intensity meter is also avail-
able which displays the current sound energy contained within
the node, similar to a home stereo VU meter. Other custom ani-
mations are possible using keyframe indexing of 3D models. The
animations can be created using any 3D modeling application
such as Maya or 3D Studio Max, and then assigned a control
signal that determines the time index. This provides a powerful
mechanism for sonigenic display, where audio parameters such
as energy, envelope, or even beat detection can be rendered vi-
sually. Further details of this process can be found in Section
5.3.

S. CONTROL ENVIRONMENT

This system is developed with artists and designers in mind,
and thus we aim for simple control mechanisms to allow such
users to modify and extend the functionality. This is primarily
accomplished with the inclusion of the PureData (Pd) [3] patcher
programming language. Pd has a large community of music-
focused programmers, who are continually developing new DSP
and control methods with this language. Hence, we believe that
it is the ideal candidate to avail powerful control in an extensible
fashion.

Renderer 1 Renderer 2

5: Overview of how the 3D engine might be deployed in hardware. Note
solid lines represent a physical connection while dotted lines might rep-
resent a network connection via TCP/UDP.

Figure 5 illustrates a sample hardware architecture, including
various sensors and rendering technologies. This is similar to a
CAVE-like [5] immersive environment.

5.1 Digital Signal Processing (DSP)

Any type of complex DSP can occur within a sound node. In
fact, every node has a Pd abstraction with an incoming and out-
going signal, where users can insert their own DSP. For example,
a user can filter the signal, add echo or delay, or process the sound
according to some physical model. A node’s spatial parameters
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(eg. position or orientation) can be used in the DSP computation,
increasing the audio-visual coherence.

Some special DSP cases are worth pointing out. For example,
if the user chooses not to send a signal back out, and rather writes
the incoming signal to soundcard buffers, then they have created
the external sink that was mentioned in Section 3.1. This is how
real-world loudspeakers are modeled. On the other hand, if the
user ignores the incoming signal and instead generates only an
outgoing signal (perhaps by playing a sound file, or reading from
the soundcard’s input buffer), then they have created an external
source. Input from the real world is modeled this way.

We should note that sound nodes are mono-channel audio ob-
jects. Multi-channel audio effects may be created with the ‘group-
ing’ mechanism, where sound nodes are arranged together in a
scene-graph. As a result, any operation applied to the parent will
propagate to the entire group. This applies not only to typical
spatial transformations (such as translation or rotation), but also
to sonic operations (such as establishing connections or distribut-
ing audio input). If we consider again the example in Figure 2,
we note that the user’s headphones and microphone should be
grouped together, as children of a 3D head model. By translating
the head, the source and sinks will automatically translate with it.

5.2 Input Daemons

Creating virtual musical instruments is of little value unless
they can also be played. We believe that an excellent input mech-
anism is natural body motion. The human body is directly mod-
eled in 3D and various control mappings can be implied from
body posture or motion (gestures). Such control makes direct
use of what we have already learned through daily practice with
our bodies. In particular, kinesthetic feedback informs us of our
body’s orientation in space. This provides additional information
in another modality channel, which again decreases the cognitive
load imposed on the user, and allows for natural and expressive
control [20].

Currently, body tracking solutions are being investigated using
computer-vision based approaches, although we note that perfor-
mance of these methods remains disappointing due to a lack of
both temporal and spatial precision. It has been demonstrated
several times that musical systems are particularly demanding of
low-latency control [21]. Thus we must include the possibility of
using other input devices with lower latency and greater fidelity.
Examples include data gloves, orientation sensors, accelerome-
ters, and other such devices. Each device is interpreted by a ‘Pd
input daemon’, which formats input signals into a standard mes-
sage format (in the range of [0,1] for each parameter). These
messages are available for control of DSP or more complicated
mappings, as described in the following sections.

5.3 Mapping Considerations

One of the trickiest aspects of creating powerful musical in-
teractions is the mapping of control parameters to musical effect.
Many of today’s so-called computer music interfaces either end
up being too simple to achieve virtuosic playability in the long
term, or too complicated to learn in the short term. Wessel &
Wright [21] have made this point clear, and suggest that con-
trollers have mappings to higher-level musical behaviors such as
navigation through timbre space, or any multidimensional syn-
thesis control. Hunt & Kirk [9] likewise suggest that ‘holistic
control’ of a parameter space is better than sequential control
using one-to-one mappings. They also mention the need for a
‘performance mode’, where the system “stays constant whilst the
focus is on the improvement of the player”. Our system takes in-
spiration from these ideas by offering a spatially immersive con-
trol paradigm.

Since users are both geometrically and perceptually encom-
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passed within the instrument, they have the ability to explore
complicated parameter configurations in a holistic manner. Mul-
timodal feedback is provided so that users can easily learn how
the system reacts to certain actions, and there are typically many
methods to achieve similar results. We offer a ‘performance mode”’,
though the distinction between this and the ‘editing mode’ is
fuzzy. An initial configuration of nodes can be created during
an authoring phase, but this configuration can change in realtime
during performance. For example, a user may choose to ‘grab’
a node and move it to a new location, or even animate the node
in an orbiting fashion. Thus mappings are dynamic and manip-
ulable, providing users with a dynamic mapping interface rather
than a static performance system.
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6: How mappings can be defined.

Figure 6 shows how Pd can help to realize more complex map-
pings. The node updater on the right receives parameters relating
to a specific node id. The input daemon formats sensor read-
ings into a standard format and broadcasts that information to
any Pd mapping abstraction that a user might create. For exam-
ple, one mapping might receive values from an orientation sensor
and control the 3D orientation of a node while a different map-
ping uses those values to compute coefficients for a DSP filter.

6. CONCLUSION

We have presented an initial research framework for creating
3D scenes that function as spatial musical instruments. In ad-
dition to a more thorough representation of the 3D audio scene,
we have introduced the concept of spatial navigation through a
musical ‘piece’. Powerful control mechanisms are provided that
allow users to map parameters (either from input devices or gen-
erated by sonic events) to meaningful audio-visual outcomes. We
believe that natural spatial mappings that humans typically en-
counter in the real world will make this paradigm particularly
effective for musical expression.
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ABSTRACT

This paper introduces the Software Architecture for Im-
mersipresence (SAI) framework to the computer music
community. SAI is a software architecture model for de-
signing, analyzing and implementing applications that per-
form distributed, asynchronous parallel processing of ge-
neric data streams. The most significant innovation of
SAT is its ability to handle real-time DSP, interactive con-
trol, and data-centered representations in a unified model.
This generality facilitates the design and implementation
of complex interactive systems that combine music analy-
sis, synthesis and on-line control. Two examples illustrate
the use of SAI in the design and implementation of inter-
active music systems: MuSA.RT, a system for real-time
analysis and interactive visualization of tonal patterns in
music, and ESP, a driving interface (wheel, pedals and
display) for creating expressive performances from expres-
sionless music files.

Keywords

Software Architecture, Interactive Systems, Music soft-
ware

1. INTRODUCTION

This paper introduces the Software Architecture for Im-
mersipresence (SAI) framework [15] to the computer mu-
sic community. SAI is a software architecture model for
designing, analyzing and implementing applications that
perform distributed, asynchronous parallel processing of
generic data streams. Two examples illustrate the use of
SAT in the design and implementation of interactive music
systems.

The design principles underlying SATI are rooted in Fran-
¢ois’ past and ongoing cross-disciplinary research on inter-
active systems at the Integrated Media Systems Center
(IMSC), an NSF Engineering Research Center at the Uni-
versity of Southern California, and on computer vision sys-
tems, at USC’s Institute for Robotics and Intelligent Sys-
tems. Although originally motivated by the Immersipres-
ence vision-that is, combining immersion and interactiv-
ity [20]-, SAI provides a general formalism for the design,
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analysis and implementation of complex software systems
of asynchronous interacting processing components.

SAI defines architectural level abstractions that are con-
sistent with a general model of computation. These ab-
stractions resolve a class of seemingly related fundamental
issues, that are characerized by Puckette as a divide be-
tween processing and representation paradigms [26], and
by Dannenberg as the difficulty of combining (functional)
signal processing and (imperative) event processing [9].

Interactive systems are particularly interesting and chal-
lenging, as they require on-line (real-time) analysis and
synthesis of data media of different nature. SAI is de-
signed explicitly to address the limitations of traditional
approaches in this context. For historical reasons, SAI was
first applied to the design and implementation of real-time
and interactive computer vision systems [17]. Its relevance
in the context of interactive music systems was explored
and established over the past few years through collabo-
rations between the authors, started at IMSC.

The remainder of this paper is organized as follows. Sec-
tion 2 relates the SAI approach to major landmarks in the
rich computer music history. Section 3 describes the main
features of the framework: the architectural abstractions
that form the SAI style, important properties, and design
and implementation tools. Section 4 demonstrates the use
of the framework with two interactive music systems. Fi-
nally, Section 5 offers concluding remarks and outlines re-
search and development directions for ongoing and future
work.

2. RELATED WORK

Amatriain’s thorough review and analysis of the audio
and music processing software landscape in his thesis [1]
testifies to the richness and diversity of this field.

Existing approaches can be characterized according to
various criteria. For example, levels of abstraction range
from programming languages to code libraries, to applica-
tion frameworks, to programming environments (possibly
visual), and graphical applications. Another criterion is
the primary objective, which can be music or audio analy-
sis, synthesis, or composition. Requirements may include
real-time constraints or interactivity (i.e. low latency).

Focusing on interactive systems and their underlying
models of computation separates on-line from off-line ap-
proaches. In the on-line group, synthesis-oriented efforts
adopt models from Digital Signal Processing (DSP), and
are often concerned with scheduling (because of the hard
real-time requirement). This category comprises of the lin-
eage rooted in the Music N languages [18], which includes
Csound [28, 27, 13], the Max paradigm [25] in its various
forms (e.g. Max/MSP [19] and Pure Data [24]), and oth-
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ers. All of these assume a process oriented dataflow model,
which is not adapted to interactive manipulation. Re-
searchers have introduced various mechanisms for interac-
tive control in on-line DSP-style systems (either synthesis-
or analysis- oriented). For example, in Aura [9] a message-
passing model complements the dataflow model. This hy-
bridation occurs at a rather low level of abstraction (lan-
guage).

The off-line group comprises of analysis and composi-
tion oriented systems that focus on representation. The
interactive nature of these systems, if any, comes from
the existence of a visual graphical user interface (GUI)
to manipulate the structures or their computations (note
that GUIs are typically built on message passing mod-
els). OpenMusic [22, 3, 4] is a representative member
of this category. Its visual interface adopts the popular
patch metaphor used in Max/MSP and most visual envi-
ronments for music processing, but it does so with very
different semantics: as observed by Puckette in [26], Max
patches contain dynamic process information, while Open-
Music patches contain static data. The dataflow model
of OpenMusic maps to the functional programming ap-
proach, and has no model for representing or handling
real-time (or on-line) events.

Both semantics are useful for different purposes, and
part of their appeal is that they define high-level abstrac-
tions. Unfortunately, the two models are incompatible.
Assayag and Dubnov’s improvisation system [2] provides
a concrete example. Off-line versions of the learning and
generation algorithms are implemented in OpenMusic. The
on-line implementation of the system, OMax [11], uti-
lizes the OpenMusic implementation in conjunction with
Max/MSP to handle the on-line aspects, such as real-time
control, MIDI and audio acquisition and rendering. Com-
munication between, and coordination of, the two sub-
systems requires the use of a special interaction protocol,
OpenSound Control [23].

SAI introduces abstractions that aim to reconcile real-
time DSP, interactive control, and data-centered represen-
tations in a unified model. SAI can therefore be seen as a
hybrid architectural style (the approach taken here), or as
a more general model in which the ones listed above can
be characterized as architectural patterns.

SAT’s abstractions are high-level (architectural) ones that
are independent of the programming models used to imple-
ment them. SAI is therefore different in nature from pro-
gramming and application frameworks such as CLAM [1].
(The relationship between SAI and code libraries will be
addressed below.) SAI abstractions are also independent
of any visual metaphors that might be employed to ma-
nipulate them.

3. THE SAI FRAMEWORK

SAI constitutes a framework in the sense that it defines
a set of concepts and abstractions that together constitute
a model of some application domain. The model can be
instantiated to represent a particular application. In an
attempt to providing a unifying model, the application
domain targeted for SAI is, by choice, extremely general.
The SAI model builds on three pillars: (1) an explicit
account of time both in data and processing models; (2)
the distinction between persistent and volatile data; and,
(3) asynchronous parallelism. This section describes SAI’s
abstractions, formalized as an architectural style; a few
interesting properties of the style; and, existing design and
implementation tools.
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Figure 1: SAI elements and graphical notation.

3.1 Architectural style

SAI specifies a formal architectural style [16] comprising
of an extensible data model and a hybrid (shared mem-
ory and message-passing) distributed asynchronous paral-
lel processing model. Figure 1 presents an overview of SAI
defining elements in their standard graphical notation.

In SAI, all data is encapsulated in pulses. A pulse is
the carrier for all the synchronous data corresponding to a
given time stamp. Information in a pulse is organized as a
mono-rooted composition hierarchy of node instances. The
nodes constitute an extensible set of atomic data units that
implement or encapsulate specific data structures. Pulses
holding volatile data flow down streams defined by con-
nections between processing centers called cells, in a mes-
sage passing fashion. They trigger computations, and are
thus called active pulses. In contrast, pulses holding per-
sistent information are held in repositories called sources,
where the processing centers can access them in a con-
current shared memory access fashion. Processing in a
cell may result in the augmentation of the active pulse
(input data), and augmentation and/or update of the pas-
sive pulse (process parameters). The processing of active
pulses is carried in parallel, as they are received by the
cell. Data binding is performed dynamically in an opera-
tion called filtering. Active and passive filters qualitatively
specify, for each cell, the target data in respective pulses.
This hybrid model combining message passing and shared
repository communication, combined with a unified data
model, constitutes a universal processing framework.

A particular system architecture is specified at the con-
ceptual level by a set of source and cell instances, and their
inter-connections. Specialized cells may be accompanied
by a description of the task they implement. The logical
level specification of a design describes, for each cell, its
active and passive filters and its output structure, and for
each source, the structure of its passive pulse.

In the graphical notation, cells are represented as squares,
sources as circles. Source-cell connections are drawn as fat
lines, while cell-cell connections are drawn as thin arrows
crossing over the cells. When color is available, cells are
colored in green (reserved for processing); sources, source-
cell connections, and passive pulses are in colored in red
(persistent information); and, streams and active pulses
are colored in blue (volatile information).

3.2 Architectural properties
By design, the SAI style shares many of the desirable
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Figure 2: VisualSAI: a prototype Integrated Visual Architecture Design and Analysis Environment. The

graph shown is that of the MuSA.RT system.

properties of classical dataflow models. The explicit repre-
sentation of the flow of data allows for the intuitive design
and fast high level understanding of a system’s compo-
nents and their interactions. The modularity of the model
facilitate distributed development and testing of particu-
lar elements, and easy maintenance and evolution of exist-
ing systems. SAI also naturally supports distributed and
parallel processing. The SAI style provides unified data
and processing models for generic data streams, allowing
for the simultaneous modeling of DSP, control, and data-
centered approaches.

The underlying asynchronous parallel processing model
promotes designing for optimal (theoretical) system la-
tency and throughput. SAI abstractions do not impose
arbitrary hard real-time constraints, but rather suggest
(and enable) the implementation of synchronization mech-
anisms only when needed. On current hardware, most
interactive systems do not require hard synchronization,
but rather best-effort performance for low-latency, com-
plemented by time consistency checks. Modeling systems
as inherently dynamic, and with explicit account of real-
time, leads to the natural expression and efficient imple-
mentation of such requirements.

The distinction between volatile and persistent data is
key to providing a consistent model for both process- and
data-centered approaches. The resource and instance mod-
els described in [10] illustrates the collapse of these two
notions in classical models: the instrument is a persis-
tent model while a note generated by the instrument is
a volatile message. The examples described in the next
section offer other illustrations of persistent and volatile
data.

SAI spawns a continuum of intermediate-level represen-
tations from conceptual to physical specifications, a prop-
erty reinforced by the graphical notation. SAI promotes
the encoding of system logic in the structural organization
of simple computing components rather than in the com-
plexity of the computations carried by individual compo-
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nents. SAI designs exhibit a rich variety of structural and
functional architectural patterns, whose systematic study
will produce tools for assisting in design and re-use.

3.3 Design and implementation tools

An open source architectural middleware called Modu-
lar Flow Scheduling Framework (MFSM) [21], developed
in C++, provides cross-platform code support for SAI’s
architectural abstractions, in the form of an extensible set
of classes. MFSM is (heavily) multi-threaded and trans-
parently leverages hyper-threading and multiprocessor ar-
chitectures. A number of software modules regroup spe-
cializations that implement specific data structures, al-
gorithms and/or functionalities. They constitute a con-
stantly growing base of open source, reusable code, main-
tained as part of the MFSM project. In particular, the
MFSM framework facilitates the leveraging of existing third-
party code libraries through encapsulation. Extensive doc-
umentation, including a user guide, a reference guide, and
tutorials, are available on the project Web site.

The graphical and compositional nature of the SAI model
suggests the creation of integrated visual design and analy-
sis environments. The formal nature of the model make it
suitable for automatic static analysis and code generation
(currently under development).

Figure 2 shows a screen shot of VisualSAI [29], a proto-
type of the user interface for such an environment, imple-
mented as a plug-in for the Eclipse platform [12]. (The SAI
graph shown is that of the MuSA.RT system described be-
low.) As already noted, the SAI model is not linked to any
visual metaphor, so that custom environments dedicated
to specific activities are possible.

4. EXAMPLE SYSTEMS

This section describes two examples of interactive mu-
sic systems designed using the SAI model. Both exhibit
architectural patterns typical of interaction [14]. They are
implemented using the MFSM middleware and share a sig-
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Figure 3: MuSA.RT synopsis with conceptual level system architecture in SAI notation.

nificant amount of code that exist in the form of MFSM
modules.

4.1 The MuSA.RT System

MuSA.RT (Music on the Spiral Array . Real-Time) [7,
6] is a system for real-time analysis and interactive visu-
alization of tonal patterns in music. Figure 3 presents a
synopsis of the project with a conceptual level system ar-
chitecture in SATI notation.

The system processes and analyzes MIDI input, for ex-
ample captured during a live performance, in real-time,
and maps the data to the Spiral Array [5], a 3D model
for tonality. A center of effect (CE) summarizes contex-
tual tonal information by mapping any pitch collection to
a spatial point, and any time series of notes to meaningful
trajectories, inside the Spiral Array. CE trajectory analy-
sis allows the viewer to infer the presently active set of
pitch classes, and higher level constructs, such as the cur-
rent chord and key, revealed through real-time 3D render-
ing. An operator can concurrently navigate through the
Spiral Array space using a gamepad to zoom in and out,
tilt the viewing angle and circle around the spiral to get
a better view of the tonal structures. An automatic pilot
option seeks the best view angle and centers the camera
at the heart of the action.

The system therefore combines on-line analysis of music
data, computation of dynamic music structures, and real-
time synthesis of visual data with interactive parameter
adjustments. These computations are defined by four in-
dependent streams: (1) MIDI input and event processing;
(2) tonal analysis (real-time CE algorithms); (3) render-
ing of the Spiral Array structures; and, (4) control device
(gamepad) input and camera manipulation. These four
streams potentially operate according to different modali-
ties (e.g. push or pull input models) and at different rates.
The Spiral Array structure, processing and rendering pa-
rameters are persistent (yet dynamic) data; the MIDI mes-
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sages and the rendered frames for visualization are volatile
data.

The precise scheduling and synchronization of multiple
data streams processed and synthesized in real-time would
constitute a major challenge in creating the MuSA.RT sys-
tem adopting a traditional approach. Instead, the SAI
model provides the tools to design an architecture that
ensures best achievable latency between input and visual
feed-back to the spectators.

From an engineering point-of-view, the complexity of
such cross-disciplinary experiments is traditionally limited
by actual system integration, which is the main source
of unforeseen problems. Using SAI and MFSM greatly
simplified system design, implementation and integration.
From research point-of-view, the MuSA.RT system con-
stitutes a platform for testing and validating the different
modules involved. Each functional module can be replaced
by a functionally equivalent module, allowing strictly con-
trolled comparisons in an otherwise identical setting.

4.2 The ESP System

ESP(The Expression Synthesis Project) [8] is a driving
interface (wheel, pedals and display) for creating expres-
sive performances from expressionless music files. The use
of a compelling and intuitive metaphor makes high-level
expressive decisions accessible to non-experts. Figure 4
presents a synopsis of the project with a conceptual level
system architecture in SAI notation.

The performer drives the car through a road in a virtual
world. The driving (specifically, the state of the dynamic
car model) directly controls the tempo and loudness of the
music as it unfolds over time. The turns in the road are
based on music structure, and guide the user’s expressive
choice.

The ESP system combines analysis of user input, on-line
computations of the dynamic model, and real-time synthe-
sis of synchronous visual and music data. These computa-
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tions are defined by four independent streams: (1) control
device (driving wheel and pedals) input and velocity up-
date for the car model; (2) discrete time integration of the
dynamic equations for the car model; (3) visual render-
ing of the driver’s view (including dashboard instruments);
and, (4) aural rendering (MIDI event generation).

The architecture of the ESP system exhibits similari-
ties in structure and function (patterns) with that of the
MuSA.RT system. The score (MIDI event buffer), car
model, processing and rendering parameters are persistent
(vet dynamic) data; the MIDI messages and the frames
rendered for visualization are volatile data.

The ESP system does not explicitly implement any hard
synchronization mechanism to ensure that the music syn-
thesized and visual data are presented with some fixed
temporal error bound. Although by no means ruled out by
the SAT model, such a mechanism would be computation-
ally expensive, and difficult to certify, given the complexity
of the network of external software and hardware elements
involved in the final result. Rather, the design minimizes
latency on each stream. “Synchronous effect” is achieved
when the time discrepancies are below the threshold of hu-
man perception, a performance level usually achievable on
modern commodity computing platforms.

5. SUMMARY AND FUTURE WORK

This paper introduced the SAI framework in the con-
text of computer music systems. SAI defines high-level
abstractions that form a general formalism for the design,
analysis and implementation of complex software systems
of asynchronous interacting processing components. The
open source architectural middleware MFSM provides an
extensible set of classes that implement SAI’s architectural
abstractions.

The most significant innovation of the SAI framework
is its ability to handle real-time DSP, interactive control,
and data-centered representations in a unified model. This
generality facilitates the design and implementation of com-

plex interactive systems that combine music analysis, syn-
thesis, and on-line control. For example, Figure 5 shows
a possible architecture for a real-time improvisation sys-
tem such as that of Assayag and Dubnov [2]. The de-
velopment of audio- and music-oriented code modules, es-
pecially modules encapsulating existing libraries, will help
motivate the use of the framework for music system design
and implementation.

The SAI framework also aims to facilitate the design
and development of interactive music systems that involve
other input and output modalities, such as graphics and
vision. The collection of available modules pertaining to
these domains is more substantial and constantly grow-
ing (see for example the open source WebCam Computer
Vision project [30]).

As research on theoretical aspects of SAI and tool de-
velopment continue, it is the adoption of the framework in
various interacting fields of research that bears the promise
of ground-breaking cross-disciplinary explorations.
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ABSTRACT

A new type of feedback is presented that involves both
the auditory and visual modalities. It combines an au-
dio resonant bandpass filter, a geometrically constructed
mass-spring system and its graphical skin. The system
shows a resonant behavior that is detailed in various pa-
rameter setups. Complex mass-spring topologies result in
a coherent self-sustained audio-visual system that mimics
gusts of wind blowing a veil and associated sound effects.
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1. TRANSMODAL FEEDBACK

The twentieth century has seen a very large body of
work concerning the connection between the visual and
acoustic modalities and, more specifically, between sound,
music, light, and image. Most of these works can be classi-
fied as transmodal: either using images to generate sound,
or analyzing sound and music to generate graphics that
can in turn be used to modify sound and music [1].

Another line of artistic exploration concerns the con-
nection of one modality with itself: the notion of feedback.
First considered as a undesirable effect, audio feedback
has been appropriated by pop musicians such as The Who
and Jimy Hendrix as an interesting ornamentation of their
music in which their instrument (a guitar) was used as a
control filter. Audio feedback can be considered as an
intra-modal system that uses sound to generate sound.

Our purpose in this work is to explore the potentialities
of the combination of trans- and intramodal communica-
tions in what we term transmodal feedback. How can a
system for audio«sgraphic feedback be designed, in which
sonic output is used as input for graphical synthesis, that
is in turn fed into the sound generator?

We first analyze some transmodal applications which of-
fer interesting insights into the correspondences that can
be established between the audio and graphic modalities.
Then, a transmodal feedback system that combines phys-
ical modeling, graphical rendering, and a sound resonator
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is presented. Last, several variations are proposed in order
to illustrate different parametrizations and renderings.

2. TRANSMODAL CORRESPONDENCES

The correspondences between two modalities tend to be
metaphorical when they are used for artistic and creative
purposes, and tend to be more literal when they are used
for control purposes.

In the metaphorical category, and connecting sound to
graphics, is the work of Golan Levin. The sound (the
voice) is transformed into illustrative graphical effects in-
spired from the cartoon world [9]. Similarly, rich graphical
environments such as urban models can be easily associ-
ated with sonic interpretations [19]. Metaphorical repre-
sentations introduce a distance between the source stim-
ulus (image or sound) and its perceived effect. For this
reason they are not appropriate for feedback effects which
require better coherence between input and output.

Literal transmodal correspondences, that are better suited
to feedback, are encountered in systems where a modality
is used to control another one. One of the motivations
behind these works is that human perceptual capabilities
depend on the modality. For instance, vision is very good
at distinguishing visual patters in large sets of visual data,
while audition is good at perceiving very brief sound vari-
ations.

Visual representation of music is a literal correspondence
between graphics and audio that has its origin in the no-
tation of music through scores. Digital media have offered
new perspectives to interactive composition through the
graphical representation of musical composition. It can be
based on sophisticated musical theories such as Xenaki’s
theory for Tannix [5] or more abstract representations such
as Sonos [16] or Metasynth [11]. Similarly virtual instru-
ments are visual interfaces for music synthesis that focus
on playability, direct manipulation, and real-time interac-
tion [8].

Duality of sonic and visual representation is also well il-
lustrated by visual representations of sound databases [15]
that can help the user to build a mental map of the sound-
scape of the sample collection. The reverse combination of
sound and graphics is abstract data sonification: the pro-
cess of representing generic data by means of audio signals
[2].

Since our purpose is to close the loop and allow recip-
rocal transmodal information exchange, we return to the
notion of feedback in a resonating system before introduc-
ing our model of audio«graphic feedback.
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3. RESONANCE AND FEEDBACK
3.1 Audio and Video Feedback

Unimodal feedback is the process of capturing the signal
produced by an emitter in a modality (typically a loud-
speaker for sound) and reamplifying it. It is illustrated
by Figure 1. It generally involves the contribution of an
external trigger source that plays a more important role
in video feedback than in audio feedback.

Amplifier

=
Microphone \\ Camera %

' Loudspeaker '
K External light source

Amplifier

Monitor

\
External sound source

Oscillator for Audio Feedback Self-amplifier for Video Feedback

Figure 1: Unimodal Feedback.

The “classic” audio feedback (also known as Larson ef-
fect) occurs when an amplifier receives as input its own
output. The loop results in an increasingly loud signal un-
til the limits of the amplifier are reached. Audio feedback
can be seen as an echo with very short delay defined by
the characteristics of the system (distance between loud-
speaker and microphone, amplifier, characteristics of I/O
devices, room...), and transforms it into an oscillator. The
selected frequencies correspond to the Barkhausen effect
and are such that the input and output signals are in phase
(with additive intensities) and the gain is slightly above 1.
Since the amplified signal is mainly controlled by the char-
acteristics of the system, the external sound source plays
the role of a trigger and the output pitch is dominated by
resonance frequencies.

What is known as video feedback is by nature very dif-
ferent from audio feedback since it relies only on gain and
not on oscillation. For this reason, all colors are equally
subject to amplification, contrary to audio feedback that
amplifies a very narrow band of frequencies. Periodicity
in video feedback occurs in space and not in time, and
results in tiling or kaleidoscopic effects whose base graphi-
cal components are defined by the external signal. (Visual
perception occurs in time and in space, but only spatial
perception involves resonance and periodicity.)

3.2 Transmodal Feedback

In order to design the architecture of a transmodal feed-
back system, we must establish a reciprocal communica-
tion between a graphical and an audio application so that
the signal emitted by one component is accepted by the
other one. For this purpose we use networked applications
and encapsulate transmitted data via network messages.
The overall architecture is given in Figure 2 in which emit-
ters have been preserved for human access to the system
output, but sensors (microphone and camera) have been
removed because they are not necessary any more (even
though unimodal feedback could be combined with trans-
modal feedback).

The design of an audio«sgraphic oscillator is not as
straightforward as it is for a pure audio system. First
there is a temporal inconsistency between the processing
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Figure 2: Transmodal Feedback.

delays of the audio, graphic, and communication systems.
The processing delays in a graphic system are higher than
or equal to the frame refresh rate (typically 40ms). They
cumulate with the communication delays between the au-
dio and graphic system (around 1ms). In an audio system,
the delays are close to the period of the sound signal (a
few us). The processing delays of an audio—graphic sys-
tem are controlled by the frame rate, and therefore greater
than 40ms.

A second temporal inconsistency concerns the emitted
signals. The phase of the visual signal is several orders
of magnitude higher than the phase of the audio signal,
which is in turn much higher than the delays involved in a
looping audio«graphic system. The system cannot work
as an oscillator as discussed for an amplifier in pure audio
feedback.

When comparing unimodal audio and video feedbacks,
it appears that audio feedback offers a richer domain of
experimentation because of its double nature: phase co-
incidence (the signal is tuned to the characteristics of the
system) and self-reinforcement. It seems therefore desir-
able to build a system which will act as a resonator. Since
we cannot work on the signal directly (because of the
second temporal inconsistency), oscillations will concern
higher level audio parameters such as envelope or pitch.
Because of the first temporal insconsistency, the resonator
frequency must be lower than 25hz, possibly much lower.

The architecture proposed in Figure 2 has no reason to
be an oscillator if the transmitted data are not periodic.
In order to equip the application with a generator of pe-
riodic signals, the graphical component is complemented
with a mass-spring system (MSS) that directly controls the
graphical output, and indirectly the sound generation. We
now turn to the implementation of this architecture and its
two major building blocks: a skinned MSS on the graphi-
cal part, and a resonator related to the MSS dynamics on
the audio part. The application is named GraphSon.

4. AUDIO<—GRAPHICS FEEDBACK

The architecture of GraphSon is made of two networked
applications: an audio patch under Maz/MSP [10] that
implements a resonant bandpass filter externally controlled
by the speed and acceleration of the graphical elements,
and a virtual 3D scene under Virtual Choreographer (Vir-
Chor) [18] that is made of a skinned MSS parametrized by
the sound envelope derived from the audio patch. Data ex-
change between these components is made through OSC.
Figure 3 show the instantiation of Figure 2 in the case of
GraphSon.

4.1 Graphical and Physical Components

Mapping is considered as an important issue in the de-
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Figure 3: GraphSon Architecture.

sign of virtual instruments and concerns the “intelligent”
and sensitive association between a musician’s gestures
and the control of his/her instrument. Mapping tends
to be considered not just as an interface, but as an au-
tonomous component in virtual instruments. Because of
their intuitive and rich behavior, physical models can be
used as mapping devices that produce complex and vari-
able responses to stimuli: for instance, obstructions in par-
ticle flows and resulting collisions (FlowF'ield [4]), or MSSs
and their complex dynamics (GENESIS [3] or PMPD [12]).

Our interest for such systems in this work is not for the
purpose of mapping human stimuli to musical synthesis,
but for the introduction of a resonator in our audio<graphic
feedback loop parameter (Figure 3). The MSS associates
input sound envelope values to a graphical output through
an indirect mechanism.

In a MSS, the equation that controls the dynamics of a
mass M; that is linked to n; masses M; ;, is

mi.x" = fd.x'eri.ngrZ ki’j(d(Mi, Mi,j)flim'i,j) (1)

Jj=1

in which m; is the mass of M;, d the viscous damping coef-
ficient, g the gravity, ki ; the spring constants, and lini; ;
the lengths of the unstretched springs. Sound envelope e
is used to modify dynamically two of the MSS character-
istics: its damping factor and the spring elasticity

d = kdgamp-¢ and Vi, j ki j = keiast.€ (2)
The audio-visual effect is that high sounds result in a stiff
and constrained MSS (mild and sustained wind in a non
extensible veil), while low sounds result in a weak and free
MSS (strong gusts of wind in a light and extensible veil).
In the second case, the potential energy accumulated in the
veil can be released suddenly and transformed in kinetic
energy. Such a correlation produces perceptually plausible
correspondences between audio and graphics [7].

The graphical scene is implemented in VirChor. The
<graph> element describes a MSS, and the <patch> ele-
ment a Bezier patch. At each frame, a script is executed
that reconnects the control points of the skin to the masses
of the MSS. Two models are designed according to table 1
and illustrated by Figure 4. A quad is used as skin in the
simplest model GraphSons.

The target application is GraphSonaxa because it offers
richer behaviors, and better graphical renderings and an-
imations. It combines a 4 x 4 MSS with a grid topology
and a bicubic Bezier patch defined by 16 control points
(masses at nodes, springs for inter-connectivity). The sim-
plest application is used for analyzing the parameter ef-
fects and resonating behaviors in section 5 under simpler
experimental conditions and fewer parameters.
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Table 1: Parameters of GraphSon Instances.

Name Masses (fixed) Springs Skinning
GraphSona 2 (1) 1 Quad
GraphSonaxa 16 (2) 24 Patch 4 x 4
Handlebar for mouse control of fixed masses
Masses
GraphSon ,,
Handlebar for mouse control of fixed masses
Masses
Springs
Translucent
veil (Bezier
patch controlled
by the MSS)

GraphSon ,,

Figure 4: Two instances of GraphSon: Gestures
are transmitted to the upper masses of a MSS that
controls an animated translucent veil.

4.2 Audio Component

For audio-visual coherence purposes, the sound gener-
ated from the graphical output is intended to reproduce
the noise of a veil in the wind. The effect is obtained by
using a pink noise source (the wind) filtered by a digital
bandpass filter that produces high pitch noise for strong
gusts of wind.

The filter is controlled by its quality @, its gain G,
and its center frequency fres. The higher the quality, the
shorter the bandwith, and the higher the output at the
resonance frequency. The second order equation used for
the filter is

3)

r, c1, and cz are parameters calculated from fr.s and Q.

In order to produce a satisfactory audio effect, the reso-
nance frequency is controlled by the acceleration of masses
in the bottom line. Strong accelerations of these masses
correspond to high pitch output, giving the impression of
a strong wind blowing the veil.

The resonance filter is implemented in Maz/MSP with
the reson™ object that has 4 inputs: an audio signal and
3 digital values G, fres, and Q. Equation (3) is taken
from [10]. The frequency fres is a linear function of the
acceleration of one of the masses in the MSS. It is com-
puted in the audio patch from the values of the mass loca-
tion received from the graphical component. The output
of reson” is the filtered audio input, pink noise produced
by the object pink~. The envelope of the output audio
signal, sent to the graphical component, controls damping
and elasticity.

Yn = G(Tn — TZn—2) + C1.Yn—1 + C2.Yn—2
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S. FEEDBACK CONTROL AND ANALY-
SIS

We now turn to the study of the resonating audio«gra-
phic feedback loop under various parameter values. The
behavior of the feedback loop depends on several factors:
the topology of the MSS, the parameters of the audio sys-
tem including the nature of the base sound (noise or sam-
ple), the transmission delays through the network, and the
motion of the controlled mass by the user. This section is
intended to provide better insight of the basic echo reso-
nance in the system in its simplest form: pink noise and
a 2-mass 1-spring system. More detail is also provided
on the parametrization of the system and its effect on the
animation of the graphical scene and the audio output.

5.1 Basic System

If the simplest MSS (GraphSonz presented in 4.1) is
connected to the resonance filter fed with a pink noise a
periodic behavior is observed, illustrated by Figure 5. In
this figure two values are plotted that trace the dynamics
of the audio and graphic systems:

e the height of the lower mass, the free mass since the
other one is fixed to the handle (dotted line),

e the sound level which is used to control damping and

spring coefficient (solid line).

Sound enveloppe ¢ and free mass location y (log_GS2_pink)
8 T T T T T T

enveloppe and free mass height

20 25 30 35 40 45 50 55 60
time (sec)

Figure 5: GraphSon; Basic Resonating System (see
upper part of Figure 4): 1 Fixed Mass, 1 Vertically
Moving Mass, 1 Spring, and Pink Noise.

The basic behavior can be described as follows. When
the mass reaches its lowest position (maximal extension
of the spring), it slows down, decreases the pitch of the
resonance frequency, and increases the @ of the filter. This
results in a weaker sound that in turn decreases damping
and spring coefficients. Because of low damping values,
the MSS becomes more reactive to small movements of
the lower mass and the spring then retracts very quickly.

The use of various sound samples does not modify sig-
nificantly the behavior of the resonator, even though it has
a strong impact on the audio output. Several tests were
made with various kinds of music: piano romantic music,
techno/world music, natural sound effects... but none had
a strong impact on the system behavior. Such observations
are coherent with resonating audio feedback, in which res-
onance is controlled by the system characteristics and the
trigger sound plays a secondary role.
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5.2 Color Parametrization

In order to provide the user with easy access to the pa-
rametrization of the audio system (and also indirectly on
the graphical system), the red, green, blue components of
the color under the mouse cursor are transmitted to the
audio patch and associated with parameters of the audio
resonator. The associations are made as follows:

e The green value controls a multiplicative factor of
acceleration that defines fr.s and also controls G,

e the red value controls ) (the height and width of its
bandwith),

e the red and blue values bring an additional additive
factor to fres.

The color can be used in two ways. It can either be
used as a control device for the user. If she/he moves the
mouse cursor on the background image, various responses
are obtained from the system. Color can also be used in a
more passive way by placing the mouse cursor on the ani-
mated veil. Then the variation of colors under the mouse
cursor results in dynamic modification of audio parame-
ters that reciprocally modify the animation and rendering
of the audio scene.

Various types of veil colorings are used to produce dif-
ferent color variations and thus different behaviors of the
feedback loop. In Figure 4 above, two types of veils are
shown. In the upper snapshot, a blended semi-translucent
veil is used: from white opaque at the top to translucent at
the bottom. The bottom snapshot shows a more complex
rendering of the veil that is implemented through shaders:
the veil color is the composite of several semi-transparent
textures combined with masks. The transparency param-
eters of textures and masks are computed from dynamic
geometrical characteristics of the veil and vary according
to its dynamics.

The combined effects of color and veil motion are shown
in Figure 6. The color under the mouse cursor is the blend-
ing of a red background color and the semi-transparent
white color of the veil. Because of the high value of the red
channel, the audio resonator is a sharp filter with a narrow
bandwith. Because of the veil motion, when the veil drops
the color under the mouse cursor becomes whiter, which
makes blue and green values higher, and thus tend to re-
activate the audio system. The combination of these two
effects gives the resonator of the feedback loop a smaller
period than it had without the veil (compare Figure 5 for
fixed pink color and mouse cursor outside the veil and Fig-
ure 6 with mouse cursor over the veil).

5.3 Complex System Behavior

We now turn to GraphSonsx4, a MSS made of a 4 x 4
grid of masses that controls a bicubic Bezier patch. As for
simpler systems, we plot on the same graph the location
of the lowest left mass and the audio level.

Because of the more complex internal dynamics of its
MSS, the loop resonance is not as clear as it is in the case
of a 2-mass 1-spring system. The veil has its own internal
short term dynamics that combine with the longer term
loop dynamics. The loop resonance is easier to detect for
low color values associated with a soft filter (Figure 7).

If the audio system receives a bright color associated
with high parameter values for gain and quality, the out-
put level is higher and higher values are sent for damping
and spring coefficients. The veil has short amplitude move-
ments with very short periods. Periodicity is much more
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Sound enveloppe ¢ and free mass location y (log_GS2_redOnVeil)
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enveloppe and free mass height
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Figure 6: MSS Topology of Figure 5 and Pink
Noise, with an Additional Control through the
Color under the Mouse Cursor. The Cursor is
Located over a Semi-transparent White Veil and
a Red Background Color.

Sound enveloppe ¢ and free mass location y (log_GS4x4_mountain)

enveloppe and free mass height

time (sec)

Figure 7: GraphSonixs A MSS made of a Grid of
16 Masses (see lower part of Figure 4): 2 Fixed
Masses, 14 Vertically Moving Masses, 24 Springs,
and Pink Noise. Mouse Cursor on Dark Back-
ground Color (0,0.02,0.07).

difficult to detect in the resulting motion and audio signal
(Figure 8).

As for the previous simpler MSSs, the audio signal does
not play an important role in the dynamics of the sys-
tem. Other parametrizations of veil and sound should be
considered if the purpose is to influence more strongly the
loop resonance by the audio signal.

5.4 Combination with Gesture

The simplest system (GraphSons and the mouse cursor
on a static pink color) has an autonomous resonance that
is shown Figure 5. If this system is manipulated by an
operator who controls the location of the fixed mass (the
upper mass), the system behaves as follows (see Figure 9):

1. during gesture control, the output follows the con-
strained motion of the upper mass (the values be-
tween the two vertical dotted lines),

2. when the manipulation is completed, the system has
a transient chaotic behavior (5 to 10 seconds),

3. finally the periodic resonance restarts and begins by
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Sound enveloppe ¢ and free mass location y (log_GS4x4_white)

enveloppe and free mass height

Figure 8: MSS Topology of Figure 7 and Pink
Noise. Mouse Cursor on White Background Color
(1,1,1).

a decreasing slope followed by a short peak.

These results show that strong gestures can control the
system while they are executed and for a short time af-
terward, but the system quickly returns to its periodic
behavior when the excited state is over.

Sound enveloppe ¢ and free mass location y (log_GS2_pink_gesture)

enveloppe and free mass height

time (sec)

Figure 9: Gesture Mapping with GraphSon, Con-
ditions of Figure 5.

6. SYNTHESIS AND PERSPECTIVES

In this study, we have presented a model and an appli-
cation that build an audio<—graphic feedback loop made
of a MSS and its visual skinning, and a resonant bandpass
filter. Audio level is used to control the physical system
dynamics, while mass acceleration controls the filter char-
acteristics. In addition, color under mouse cursor directly
parametrizes the filter and indirectly modifies the MSS re-
activity. The loop actually behaves like a resonant system
with a period between 2 and 5 seconds. Periodicity is bet-
ter observed on a simple MSS or in quiet situations (soft
filter and dark color).

Further studies could be carried out:

e The system dynamics can be studied formally in
the simple case by taking into account the internal
characteristics of the audio and graphic systems and
the information propagation delays between the two
components. The output of the formal study should
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be then compared with the dynamics observation in
the computer model.

The artistic or industrial applications of such an audio-
visual environment for the realistic or non-realistic
rendering of natural phenomena such as wind can be
further investigated. Current works tend to study
separately graphical and sonic modeling [13], but we
are convinced that deeper investigations of the per-
ceptual correlations between sound and image in the
modeling of such natural phenomena are promising
directions of research [7, 6]. It is therefore neces-
sary to design new generations of audio-visual envi-
ronments such as the one presented in this study to
offer a framework for such studies on multi-modal
modeling and perception.

For sound creation purposes, richer parameter sets
and richer topologies could be taken into consider-
ation: other MSS topologies such as the ones ex-
plored by PMPD for audio-visual composition [12],
other audio patches with physical modeling of wind
phenomena such as the ones used for musical instru-
ments [17], other color parameters such as hue, sat-
uration, and value, and more complex visual render-
ings through physical cloth modeling or shaders and
BTF textures.

If the purpose is to design a virtual instrument that
uses the feedback resonance for graphical and au-
dio synthesis, gesture-based control should be in-
vestigated more deeply, possibly with haptic feed-
back [14]. High speed in graphical rendering through
bitmap animation or decoupling of mass-spring an-
imation and associated skinning would yield higher
resonance frequencies in the audio«graphic loop and
produce interesting audio-visual patterns.
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ABSTRACT

The ixi software project started in 2000 with the intention to
explore new interactive patterns and virtual interfaces in
computer music software. The aim of this paper is not to
describe these programs, as they have been described elsewhere
[14][15], but rather explicate the theoretical background that
underlies the design of these screen-based instruments. After an
analysis of the similarities and differences in the design of
acoustic and screen-based instruments, the paper describes how
the creation of an interface is essentially the creation of a
semiotic system that affects and influences the musician and the
composer. Finally the terminology of this semiotics is explained
as an interaction model.

Keywords
Interfaces, interaction design, HCI, semiotics, actors, OSC,
mapping, interaction models, creative tools.

1. INTRODUCTION

In our work with ixi software [14][15], we have concentrated
on creating abstract screen-based interfaces for musical
performance on computers. These are graphical user interfaces
(GUISs) that do not necessarily relate to established conventions
in interface design, such as using buttons, knobs and sliders, nor
do they necessarily refer to musical metaphors such as the score
(timeline), the keyboard (rational/discrete pitch organisation) or
linear sequencing (such as in step sequencers or arpeggiators).
Instead we represent musical structures using abstract objects
that move, rotate, blink/bang or interact. The musician controls
those objects as if they were parts of an acoustic instrument,
using the mouse, the keyboard or other control devices. We
have created over 15 of these instruments — each exploring new
modes of interactivity where some of the unique qualities of the
computer are utilised in fun, inspirational and innovative ways.
Qualities such as remembering the musician's actions, following
paths, interaction between agents, generativity, randomness,
algorithmic calculations and artificial intelligence; all things
that our beloved acoustic instruments are not very good at.

Over the course of our work, we have developed a loose and
informal language for these instruments — a semiotics that
suggest to the musician what the functionality of each interface
element is, and what it signifies in a musical context. Human
Computer Interface (HCI) research [2][3][17][1][6] is usually
con-centrated on the chain of meaning from the software
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are not made or distributed for profit or commercial advantage and that
copies bear this notice and the full citation on the first page. To copy
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NIME 06, June 4-8, 2006, Paris, France.

Copyright remains with the author(s).

162

designer to the software user. The user is the receiver of
information and the aim of HCI is traditionally to make the
interaction between the two systems (the human and the
computer) intuitive, representational and task based (where the
tasks are based on real world tasks). What is lacking is a
stronger discussion of the situation where the computer is used
as a tool for artistic creation — an expressive instrument — and
not a device for preparing, organising or receiving information.
In artistic tools we have an important addition, where the
signifying chain has been reversed: the meaning is created by
the user, deploying a software to achieve some end goals, but
this very software is also a system of representational meanings,
thus influencing and coercing the artist into certain work
patterns.

006 stockSynth

Figure 1: StockSynth. Here the crosshair cursor serves as a
microphone that picks up sounds from the boxes that
represent sound samples. The mic has adjustable scope (the
circle). The boxes are moveable and the mic moves by
drawn or automatic trajectories or by dragging it with the
mouse.

2. A SHORT NOTE ON INSTRUMENTS

"Even simple physical instruments seem to hold more mystery
in their bodies than the most elaborate computer programs"
[10]

Both acoustic instruments and music software incorporate and
define the limits of what can be expressed with them. There are
special qualities found in both, but the struggle of designing,
building and mastering an acoustic instrument is different from
the endeavor of creating musical software. The acoustic
instrument is made of physical material that defines the
behaviour of it in the form of both tangible and aural feedback.
These material properties are external to our thought and are
something that we fight with when we design and learn to play
instruments. Such features or characteristics of the material
instrument are not to be found in software. Software is per
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definition programmed (etymology: "pro" = before, "graphein"
= written); its functionality is prewritten by a designer or an
engineer and the decisions taken in the design process become
the defining qualities of the software, determining its expressive
scope.

Different languages are based on different paradigms and lead
to different types of approaches to solve a given problem. Those
who use a particular computer language learn to think in that
language and can see problems in terms of how a solution
would look in that language.' [12]

This is not the place to go into the cognitive processes involved
with learning and playing an instrument. But we are faced with
an important question: what material (instruments) is the
computer musician composing for and where does he or she get
the ideas from? In other terms: where does the thinking (or
composing) of the computer musician or digital instrument
inventor take place? It happens most likely in the form and
structure of the programming language in which he or she is
working. The environment defines the possibilities and the
limitations of what can be thought. But what does it mean to
"learn to think in a language"? What are we gaining and what
are we sacrificing when we choose an instrument or a
programming environment? And what are the reasons for some
people preferring one environment for another?

600 grainox
CPU: 13 %
X8 oinPan
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Figure 2: GrainBox. It can be hard to create interfaces for
granular synthesis. The GrainBox is a suggestion how to
represent the complex parameters as boxes with X and Y
dimensions in 2D space and with connections to other
parameters such as reverb and random functions.

When musicians use software in their work, they have to shape
their work process according to the interface or structure of the
software. As with acoustic instruments software defines the
scope of potential expression. The musician is already tangled
in a web of structured thinking but the level of freedom or
expressiveness depends on the environment in which he or she
working.2 To an extent, the musical thinking takes place at the
level of the interface elements of the software itself.

It is misleading then to talk of thinking as of a 'mental activity'.
We may say that thinking is essentially the activity of operating
with signs. This activity is performed by the hand, when we
think by writing; by the mouth and larynx, when we think by
speaking; and if we think by imagining signs or pictures, I can
give you no agent that thinks. If then you say that in such cases
the mind thinks, [ would only draw attention to the fact you are
using a metaphor, that here the mind is an agent in a different
sense from that in which the hand can be said to be the agent in
writing.

! Try to replace "language" with "instrument" in McCartney's paragraph
above — the same applies for musical instruments as well.

% From this perspective SuperCollider and Pure Data are arguably more
open and free than Logic, Protools or Reason, to name but a few.
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If again we talk about the locality where thinking takes place
we have a right to say that this locality is the paper on which
we write or the mouth which speaks. And if we talk of the head
or the brain as the locality of thought, this is using the 'locality
of thinking' in a different sense. [21]

If here I am attempting to find the "locus" of musical
thinking/performing in both acoustic instruments and screen-
based digital instruments — a discussion that is much deeper
than can be delved into here — it is important to consider the
difference in embodiment and incorporated knowledge of the
player in those two types of instruments. When learning an
acoustic instrument, the motor memory does most of the job
and your learning "happens" as interaction with the body of the
instrument. Due to the material qualities of it, one can never
master an instrument, it always contains something unexplored,
some techniques that can be taken further and investigated.
With software however, it is more or less visual and procedural
memory that is involved, as software doesn't have a material
body that the musician learns to operate. The only “body” of
software is in the form of its interface elements, and they (as
opposed to the indicative nature of physical material) are
simple, contingent and often arbitrary design decisions.” The
"body" of the software has to be created and it does not depend
upon any material qualities, but rather the style and history of
graphical user interface design.

3. HCI AND SEMIOTICS

Designing is essentially a semiotic act. Designing a digital
instrument or programming environment for music is to
structure a system of signs into a coherent whole that
incorporates some compositional ideology (or an effort to
exclude it). The goal is to provide the users with a system in
which they can express themselves and communicate their ideas
in a way that suits their work methods and sometimes provide
new ways of thinking and working. But what kind of a tool is
the computer and what kind of communication are we talking
about here?

3.1 Interaction Paradigms

We can roughly define three primary interaction paradigms in
computer software as: computer-as-tool, computer-as-partner,
and computer-as-medium. [6] Different research communities
address these paradigms. The HCI field investigates the
computer-as-tool paradigm but the attention is mainly on how
to design understandable and ergonomic software for the user
of the tool. What is lacking is a better understanding of
creativity itself and how creative and experimental minds use
software (and often have to misuse it to get their ideas across).
We have learned from user feedback that there seems to be a
general need for better sketching environments that can be
modified according to the needs of the user. An interesting fact
here is that many cutting-edge art works are created by hacking
or modifying software or simply creating one’s own tools.
There are schools of artists that respond to the limitations of
commercial software with their own software in the form of
software art.* [11][16]

? Often made by the wrong people: an engineer and not an ergonomist;
a graphic designer and not a musician.

* The WWw.runme.org repository is an excellent source for information
and examples of what is happening in the field of software art and
generative art. It is closely related to the ReadMe festival, which was
the first software art festival.
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3.2 The Semiotics of a Creative Tool

The most common of semiotic practises is to look at the
signifying channel from the sender to the receiver through some
medium such as signs, language, text, or film. [5][9] The
“work” here is a static construction that doesn't change after it
has been published or released.” By contrast, computer-based
works are interactive and can be changed or modified after their
release either by users themselves or by updates. Interaction
becomes a new sign-feature.[2] Some studies have been done
on this new semiotic quality of the computer [1][2][3][7], but
very few in the field of music software or other creative
software.

In music software, the user is at the same time the receiver and
interpreter of information from the designers of the software
and the sender of information in the form of the music being
composed using the tool. This dual semiotic stance is important
in all tools (whether real or virtual) but becomes vital in
contingently designed tools such as music software. Music
software is a sign system in its own right, but the important
question here is: which are the relevant layers of signification
and communication and from where do the originate? This can
be analysed into strata of different practices. The hardware
designers, the programmers of the compilers, the language API
and the software itself, the designers of the interaction and the
programmers of the interface. A creative tool has history of
important design decisions all shaping its scope and potential.
This is a complex structure, but the user is faced with the
question: what is the meaning conveyed in the interface? And is
this system of signification not essentially of compositional
nature? Who took those decisions and by which criteria?

The contingency of design mentioned above in relation to the
digital medium is one of the most definable characteristic of it.
We don't have this “contingency problem” when designing
acoustic instruments as the properties of the material we work
with leads us in our design: closing a hole in a flute increases
the wavelength in the resonant tube and the tone deepens;
pressing the string against the fingerboard of a guitar —
shortening the wavelength — produces a note of higher pitch.
When designing screen-based computer interfaces we can
choose to imitate physical laws as known from the world of
acoustic instruments, we can draw from the reservoir of HCI
techniques or we can design something entirely new. It is here
that interface design, the interaction design, and mapping
becomes very important factor in the creation of interesting
screen-based instruments for the computer.

4. INTERFACE ELEMENTS IN IXI

Most modern operating systems are graphical or allow for a
graphical front end. The WIMP (Window, Icon, Menu, Pointer)
interface [4] has become a standard practice and we have
become used to the direct manipulation [20] of graphical
objects. The traditional method is to translate work practices
from the real world into the realm of the computer, and thus we
get the folders, the documents, the desktop and the trash. In
music applications we get representations of keyboards, buttons
knobs and sliders, rack effect units and cables. This is also
suitable where the aim is to translate studio work practices into
the virtual studio. But when we are creating new instruments
using the new signal processing capabilities and artificial
intelligence of the computer, there might not exist any physical

> Post-structuralist thought has rightly pointed out how interpretations
of the work change in different times and cultures, but the work itself
doesn't change - only people's interpretation and reception of it.
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phenomena that we can use as source for our interface
metaphors.®

4.1 Interaction Models

Each of the ixi applications is a prototype or a suggestion and it
explores a specific mode of interaction. The whole of our
software can be grouped into a specific kind of interaction
model: a language, a semiotics or a design ideology that
informs and en-forms the work. An interaction model can be
defined as more operational than an interaction paradigm
(computer as tool, partner or medium). [6] It can be evaluated
according to the descriptive, the evaluative and the generative
power of the model. These dimensions of evaluation are all
important when creating an interaction model. The descriptive
power is the ability to describe a significant range of existing
interfaces; the evaluative power helps us to assess multiple
design alternatives; and the generative power is the ability of
the model to inspire and lead designers to create new designs
and solutions.

4.2 Interaction Instruments

It is the generative aspect of ixi's interaction model that is the
subject here. Beaudouin-Lafon's definition of instrumental
interaction [7] is the closest description the author has found
that relates to our work with ixi software. The interaction
instrument is a tool that interfaces the user with the object of
interest. A scrollbar is an example of such instrument as it gives
the user the ability to change the state/view of the document. A
pen, brush or a selection tool in a graphics package is also a
type of such instrument.

There are three design principles that define the methodology of
instrumental interaction: reification - the process by which
concepts are turned into objects; polymorphism - the property
that enables a single command to be applicable to objects of
different types; reuse - the storing of previous input or output
for another use. When an ixi application combines all three
design principles into a successful interface, we have what we
could call a semiotic machine. The interface is multifunctional
and can be used in a variety of different contexts.

4.3 The Terminology of ixi’s semantics

As explained in earlier papers, [14][15] most of the ixi software
applications are controllers that send and receive OSC (Open
Sound Control) [23] information to sound engines written in
other environments such as SuperCollider [12] or Pure Data
[17]. We separate the interface from the sound engine in order
to be able to reuse the control structures of the abstract interface
in other contexts, for example allowing a sequencing interface
to control parameters in synthesis if the user configures it so.
These controllers are all made from a common ideology or an
interaction model that we see as a semiotic system.

In our work with ixi software, the fundamental attention has
been on the interaction design and not the interface design. The
design of interface elements is often highly (but not
exclusively) aesthetic and depending on taste, whereas the
interaction design deals with the fundamental structure and
ergonomic idea of the software. In the example of SpinDrum
[14], for example, the wheels contain pedals controlling beats
per cycle, the size of the wheel signifies the volume and the

® As we can derive from the Peircian semiotics, an interface object can
be represented in various ways: iconically (where the representation
is based on resemblance to an object), indexically (where the
representation is influenced by an object) or symbolically (where the
representation is based on convention).
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colour accounts for which sound is attached to the object. Here
the interaction design clearly affects the interface design (size,
number of pedals, colour), but the shape of the pedals (whether
a square, a circle or a triangle) is simply an aesthetic decision
and of little general importance.

enNe

spinDrum

Figure 3: SpinDrum. Each wheel contains from 1 to 10
pedals. The wheels rotate in various speeds, and when a
pedal hits top position (12 o’clock) it triggers the sample or
sends out OSC info to the soundengine. The X and Y
location of the wheels can affect parameters such as pitch
and panning.

4.3.1 Actors

The ixi interfaces are pattern generating machines with cogs
and bolts of varied significance. To sum up the basic design

ideas of ixi software we could say that it was the reification of

musical ideas into abstract graphical objects as control
mechanisms that act in time.” We call these abstract objects
actors,® as they are graphical representations of temporal
processes that act, enact and react to the user, to each other or
the system itself in a complex network of properties, relations
and teleology (desired states or end goals). Beaudouin-Lafon
calls graphical interface tools "interaction instruments", but we
cannot use that metaphor as an ixi application is a musical
instrument on it's own but also because of the different nature
of the interface units of ixi software. The feature under
discussion here is the difference musical applications have from
the ergonomically "single-threaded" or serial task-processing
applications used for painting, text editing, programming, video
editing or in architecture. In contrast to these applications, a
music application is multi-threaded or parallel, i.e. there are
many processes, streams, layers or channels that run
concurrently in every composition or performance, all
controlglel% by the user, but, in the case of ixi, usually only one at
atime. -

7 Musical idea here meaning any pattern generating structure.

8 We thought about calling the active interface elements agents but it
was too confusing as the term has very strong connotations in
computer science, especially within the field of artificial intelligence.

® Another fact that divides those types of software is that the painting
software, the video software or the 3D package are not packages that
are used in live performance.

' This is of course what people are working with in the research field
often known as NIME (New Interfaces for Musical Expression
www.nime.org) where building physical interfaces to control sound
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The interface units that we call actors - such as a picker, a
spindrum or a virus - are not instruments that the musician uses
for some task and then chooses another instrument for the next
task. The actors in the ixi software applications are put into use
at some point in time and they continue working in a temporal
flow (rotating, moving through a trajectory or interacting) until
the musician decides to stop or pause their activities.

4.3.2 Context

All actors perform their task in a context. They are graphically
represented in a two- or three-dimensional space on the screen
and their location might typically influence their properties. The
actors move, rotate or blink in this space and are therefore both
spatially and temporally active units. The space can have
qualities such as temperature, gravity, brightness, etc. which are
all qualities that could affect the actor’s behaviour or it can
contain other actors of different type that influence the
behaviour of the message sending actors. Feedback from users
of ixi software has shown us that people find the metaphor of an
actor presented in time and space useful to represent musical
actions and ideas. What the feedback also shows is that people
intuitively understand the metaphor of having actors on a stage
that perform some tasks that they — the directors of the piece —
are controlling.

eNne

connector

Figure 4: Connector. This software uses generative
algorithms to decide where actors travel within a network of
connectors. There are probability charts that decide the
next move of an actor and when it enters a connector it
triggers a MIDI note and/or a sound sample that is a
property of the connector.

4.3.3 Network

When talking about the context and the environment of these
actors, we must note the fact that the interface elements are not
the only actors in the context of an ixi instrument: the user is
one actor, the control hardware (a mouse, keyboard, sensor or
controller), the soundcard, the speakers and other
communication such as virtual audio cables, MIDI or OSC
messages. The whole context of musical action and reaction is
the space of the actor, a space in which the heterogeneous
network of musical performance takes place. The meaning of
the actor is its functionality within the control context and the
mapping context. The actor has as many dimensions as it has
numbers of control parameters and connections for receiving or
sending messages.

on the computer allows for multi-parameter mapping to one sound-
engine.
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Figure S: ParaSpace. This application interfaces with audio
effects written in SuperCollider (but can talk to any
software that supports OSC). Each audio effect has variable
number of parameters and they are represented as small
boxes in the control interface of ParaSpace. The point here
is that the parameters interact on the interface level with
automation, artificial life and artificial intelligence.

To clarify this idea of actors being all the elements that affect
the interaction in an instrument, let us have a look at the
software Connector. Here actors move in a system of
connectors (a plumbing-like system) and trigger sound samples
or MIDI notes that are properties of the connectors. The
connectors are actors themselves as they are the receivers of an
action and contain the information that yields the sound. It is
through the interaction of all the actors and their properties that
interaction takes place — interaction between elements within
the instrument and also with the musician using the instrument
— and this interaction is simply the automation that controls the
various parts of the music set into motion. In StockSynth
(Figure 1) the microphone is one such actor (with its properties
of trajectory and scope) that interacts with the sound objects
that contain the information about the sound and its properties.

4.3.4 Semiotic elements and mapping

The actors and the contexts in which they function are all
elements in a semiotic language. This language has dialects or
rather idiolects (each application is unique) where the meaning
of an element can change as in Wittgenstein's concept of the
usage as the word’s meaning [15][22] or as in the Saussurian
conception of the lack of natural connection between a signifier
and the signified."' [19] We provide a semiotics or suggest
language games where the behaviour of an actor maps onto
some parameters in a sound engine. For example, vertical
location of an actor could signify the pitch of a tone or playback
rate of a sample. Size could mean amplitude, rotation
triggering, and direction could mean a tendency for some
action. But, it could also signify something entirely different as
the controllers are open and it is up to the musician to map the
actor's behaviour onto a parameter in the sound engine.

5. CONCLUSION

This paper has tried to show how the materials we work with
when we design instruments (digital or acoustic) are the

! For Saussure, the meaning of signs is relational rather than
referential, i.e. the meaning lies in their systematic relation to
other signs in the semiotic system and not by direct reference
to material things, for example.
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foundation for what can be expressed with the instrument.
Whereas the expressive possibilities of an acoustic instrument
are highly dependent upon the physical material it is built out of
(wood, iron, strings, etc.), the situation is very different when
we create digital instruments, especially screen-based. We have
shown some examples of the semiotic system we are working
towards in our work with ixi software and suggested a
terminology of actors, context and network to better understand
and modularise the interaction and interface design of virtual
instruments. We have also illustrated how an interface can have
its own meaning system independent of its relationship to the
sound-engine, where the interactive patterns of an instrument
can be mapped in many different ways onto the parameters of
the sound-engine.

6. FUTURE WORK

Future plans involve exploring the dimensional spaces of the
screen-based actors as the interface for musical interaction. The
computer is becoming quite good at imitating the properties of
acoustic instruments but it excels as an interesting instrument
on its own where interaction is designed from the premise of
the qualities of the computer and not by imitation of real world
objects.

Our work involves experimenting in creating semiotic systems
that can be taken further and extended into new dialects and
systems of meaning. This system is not exclusive to one type of
applications, but can rather be seen as a semiotic toolbox from
which elements can be taken and reused in new contexts.
Computer music software is a highly interesting area in the field
of HCI as it is used in live performances and should contain
depth that can be explored and practiced, thus allowing for
musical virtuosity. In semiotic interfaces such as the ixi
software there is always the filament of concurrent mappings or
parallel streams of musical events happening at any one time.
The temporal aspect of computer music software makes it also
quite unique in relation to other types of software. Facing these
incredible demands and challenges of music software we feel
that we are just starting our journey into the possibilities of new
meaning systems, metaphors, pattern generators and control of
synthesis techniques through the creation of semiotic machines
in the form of interfaces.
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ABSTRACT

This paper presents progress in the design of a new soft-
ware interface for laptop performance and improvisation.
These performances can lack a sense of active creation,
as well as a visual connection between the performer’s ac-
tions and the audio output. This stems partly from cer-
tain patterns in laptop performance in which musicians
resort to heavy automation to cope with performing com-
plex compositions. The software presented here attempts
to address this by requiring that the user create all of
the control sequences on-stage. The user defines graphi-
cal control patterns that are mapped to sample playback.
The current prototype resembles a freehand drawing inter-
face where the strokes create looping and cascading anima-
tions that generate corresponding audio, ultimately creat-
ing music. This style of interface minimizes the use of
prepared material and takes advantage of the computer’s
unique capabilities.

Keywords

Software control of computer music, laptop performance,
graphical interfaces, freehand input, dynamic simulation

1. INTRODUCTION

Laptop performance—musical performance on a stan-
dard computer system without novel controllers, usually
by a solo artist—is an increasingly common mode of live
computer music. The novelty of laptop performance is
starting to fade, however, and it is sometimes criticized by
audiences as being uninteresting. Laptop performances
often foster little sense of the effort, difficulty, or activ-
ity audiences typically expect. A disconnect exists be-
tween the ostensible producer of the music and the music
itself: there is no visible causal link apparent between the
performer’s gestures and the resulting audio[14]. Cascone
notes that the same issues facing live acousmatic music
exist in contemporary laptop performance[?]; these are es-
sentially transferred from live tape music.

Though the live acrobatics of laptop performers can be
intricate and complex, it is more often the case that mu-
sicians exercise limited control over a piece. In these in-
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stances, performance is reduced to triggering events, play-
ing prepared control sequences, calling up presets, and
perturbing scalar parameters. The performance of com-
plex, layered pieces is difficult for a single performer, and
the overwhelming number of variables are cognitively im-
possible to manipulate at once. Performers often have
to resort to preparing automated control sequences and
structures before going on-stage to cope with the complex-
ity of a piece. This allows performance via a manageable
fraction of the system parameters, but comes at the cost
of driving fixed processes with a small set of controls[3].
Further, performance software interfaces are typically or-
ganized as dense on-screen control panels, featuring inde-
pendent scalar widgets that are manipulated individually
via the mouse[8]. This arrangement constricts the con-
trol flow between the musician and the computer system,
additionally compromising live control.

“Preparation” as used here has a different connotation
than it might in acoustic music. Jazz musicians, for ex-
ample, practice various patterns and scales intensively for
use in improvisation. A control sequence programmed into
a computer can be played back exactly, without effort.
Well-prepared human performance is interesting due to
its inherent difficulty and natural variability, while pre-
pared computer playback is not because of its ease and
mechanical consistency.

This research attempts to address some of these issues
in laptop performance by offering an alternative to typical
performance software designs. The software prohibits the
use of predefined control sequences, and aims to allow ex-
pressive performance and improvisatory use. It features
an interface paradigm that focuses on a visual, spatio-
temporal representation. This representation helps estab-
lish a link between performer action and musical output,
hoping to address laptop performance’s lack of visible,
causal gesture. Freehand input via a graphic tablet or
mouse is used to drive the software. Ultimately, the soft-
ware aims to allow for an interesting live experience by
returning a sense of active creation to laptop performance.

This paper presents this software system in compari-
son with various other applications for computer music
performance. The design of the system is presented and
discussed.

2. RELATED WORK

The most widely used examples of laptop performance
software can encourage largely automated live use. These
typically feature control-panel interface designs, which can
constrict live control. The most popular example of con-
temporary performance software is Ableton Live[l], which
allows a musician to layer and process audio clips in real-
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time. Music is performed by starting and stopping groups
of loops, triggering clips, and modifying effects parame-
ters using the on-screen controls. Though some clip re-
arrangement can be done in real-time, it is expected that
the clips and effects setups are arranged before the per-
formance. Pure Data and Maxz/MSP are the canonical
examples of dataflow music software[12], and are also very
popular for performance. Again, the vast majority of the
work is usually done before the performance in preparing
the patch. The patch is typically controlled live by using
the on-screen widgets.

Less mainstream applications exist that de-emphasize
the use of prepared material and that make use of dynamic
graphics, visual feedback and creative interface design to
enhance interaction and live use. Examples include the
works of izi software[9] and the FMOL[7] application.

Interfaces for performance which use freehand input also
exist. These make use of a more spatial interface metaphor.
Golan Levin’s work on painterly interfaces[8] features in-
spiring examples of instruments made possible by digital
technology that encourage improvisatory use. The two
examples most relevant here are Levin’s Yellowtail and
Loom applications, as they make use of freehand draw-
ing gestures in a manner similar to our research. These
applications allow the user to draw strokes on the screen
using a pen or a mouse. The drawing gesture is recorded
and replayed repeatedly to animate the on-screen strokes,
and the graphical output is sonified to generate audio out-
put. Amit Pitaru’s Sonic Wire Sculptor([11] creates rotat-
ing, three-dimensional “sculptures” from freehand input
trajectories. The shapes are mapped to sound, allowing
a performer to interactively create looping, multi-voiced
music.

Other musical interfaces also employ a spatial metaphor.
Toshio Iwai’s Electroplankton game for NintendoDS fea-
tures autonomous agents that create music[6]. These are
controlled by the user, and interact with each other and
their environment. Each has individual properties and
sounds. This example is similar to this research in that
the user sets active, spatial structures in motion to gener-
ate musical patterns.

Live coding[4][15] is an innovative laptop performance
technique where artists play pieces through live computer
programming. Our software prototype shares two char-
acteristics with live coding techniques: the desire to build
pieces from minimal starting material in performance, and
the creation of music via concurrent, generative patterns.
Textual programming allows great flexibility and fine gran-
ularity, but takes a substantial amount of effort and tech-
nical proficiency. Our research also aims to allow the live
creation and modification of control patterns, but at a
much higher level using graphical tools. The hope is that
our approach will be a good compromise between control
and efficiency.

3. PROTOTYPE SYSTEM

A prototype system was designed and implemented
which attempts to address some of the above issues and
encourage active, engaging laptop performance. Instead
of preparing note sequences and control mechanisms be-
fore going on-stage, the system requires that the musician
create these mechanisms as performance. The goal was to
foster a more interesting experience for the user, as well as
the audience, and to allow greater performance flexibility.

The system was intended to permit independent control
structures to be assembled quickly and efficiently. The
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Figure 1: The interface in action

XXX

Figure 2: Particle behaviour at points of intersec-

tion. The colours have been altered to improve
print reproduction.

system targets dance and minimal “glitch” styles, which
are typically structured as layers of looping audio patterns.
A musician is able to generate the same effect by creating
multiple simultaneous control patterns in performance.

The prototype system resembles a freehand drawing ap-
plication, depicted in Figure 1. The program window rep-
resents a two-dimensional space in which the user can draw
strokes. The strokes define paths along which small, white
“particles” may travel. These particles are the active ele-
ments of the system; their movements and positions drive
the sound playback.

Particles have a special behaviour at points where two
strokes intersect. When a moving particle arrives at an
intersection point, it is copied to the other stroke, and
two particles travel outward from the intersection. This is
illustrated in Figure 2.

These simple ideas—particles travelling along strokes
that replicate at the intersections—give rise to the sys-
tem’s behaviour. Sets of overlapping strokes thus create
figures through which the particles travel and cycle. In
turn, these patterns of motion drive audio synthesis, ulti-
mately generating music.

Each drawing gesture made by the user is recorded by
the system. Travelling particles mimic these motions as
they propagate along the strokes, preserving the gestures’
speed and variances. This means that particles always
travel along a stroke in the same direction as its original
drawing gesture.

Any number of particles may travel along a given stroke
at the same time. A particle always follows the user’s
cursor when drawing, causing new particles to be spawned
immediately as intersections are first created.

The motions of these particles govern the sound synthe-
sis via a simple mapping. A stroke can be associated with
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T 2

Figure 3: Some typical figures used in performance

a wavetable via keyboard shortcuts. The sound sample is
imagined to be “stretched” along the length of the stroke,
and a given particle moving along the stroke drives the mo-
tion of a corresponding playhead that reads sample data
from the wavetable. Thus, faster drawing motions result
in higher pitches, and slower ones result in lower pitches.
Each stroke is allocated one synthesis voice, and the par-
ticle most recently added to the stroke is the one used to
drive the mapping. Since there is no limit to the number
of strokes, there is no limit to the number of simultaneous
synthesis voices.

As mentioned above, wavetables are associated with
strokes via keyboard shortcuts. The wavetable is selected
from a small, predefined sample set, and subsequently
drawn strokes will be associated with that sample until
another one is chosen. Strokes are coloured according to
their associated wavetable. Silent strokes, with no associ-
ated wavetable, can also be selected for control purposes.

Strokes remain stationary after being drawn. The only
editing operation currently supported is deletion. A voice
may be silenced either by deleting an upstream part of
the figure to stop the flow of particles onto the sounding
stroke, or by deleting the stroke itself. A stroke’s location
on the canvas has no effect on the animation or the sound.
A figure will behave exactly the same regardless of where
it is drawn.

The system can be used with either a graphic tablet
or a mouse. One of the key advantages to this system is
that it uses freehand drawing gestures, which are known to
be very natural[16] and which exhibit interesting, human
variability.

There are a number of typical figures that result from
this system. The simplest is a stroke with a single loop.
A particle orbits around the loop, and a new particle is
emitted on each revolution. Loops can also be made using
multiple strokes. Not all figures need be loops, and cas-
cading sequences of strokes may also be drawn. These are
illustrated in Figure 3.

The system is a self-contained, real-time, graphical ap-
plication implemented in C++. It uses GLUTI5] for graph-
ics, STK[13] for synthesis, and RtAudio[13] for managing
the audio hardware. The code is object-oriented, features
design patterns, and uses the C++ standard template li-
brary. Further implementation details can be found in
[17].

4. DISCUSSION

The prototype system is a first step toward an alter-
native performance interface that attempts to bring an
increased sense of active creation to laptop performance.
It aims to address some of the challenges we detail above.

The system avoids a control-panel-style layout in favour
of a graphical, spatio-temporal representation. This repre-
sentation could help visualize and manage the large amount
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of activity present in complex, multi-layered works. Fur-
ther, it helps build a connection between the performer’s
actions, the state of the software system, and the audio
output. If projected, the screen display could help to de-
mystify the performance mechanics for the audience.

With this system, we are returning to the acoustic mu-
sician’s notion of preparation: practicing physical action
on an instrument for performance without automatic aids.
This is reflected in the fact that there is no mechanism
for saving the screen layout or storing predefined con-
trol structures. This forces musicians to approach soft-
ware performance as they might approach acoustic per-
formance: through practice, but not programming. This
philosophy also reinforces the interface’s usefulness in im-
provisation.

The use of freehand gestures is very significant to the in-
terface design. Freehand input with a graphic tablet gives
the performer a natural, high-bandwidth way to interact
with the system that infuses the control data with human
variability. This variability can give the music an organic
quality that is often absent from computer music. A given
piece will sound slightly different each time it is performed,
and it is possible to make mistakes. The use of freehand
input helps to recapture some of these natural, interesting
characteristics of human performance.

The system focuses on the live construction of generative
structures for creating musical patterns. This is similar to
the live coding approach. This aspect of our research tar-
gets styles of computer music where pieces are composed
as layers of looping audio patterns. The system hopes to
allow these structures to be created quickly and efficiently
through graphical means, serving as an intuitive, geomet-
rical way of specifying musical material.

At root, our project aims to be a “spatial language”
for quickly specifying audio patterns. The intention was
to devise a graphical system with atoms, rules and gram-
mar that could be used for creating music. These visual
components would be assembled on-stage by performers to
achieve specific effects and patterns. The system’s gram-
mar is currently limited, but it will be further developed.

An important point is that the system is intended pri-
marily as an interface for audio performance. The visual
component is not necessarily meant to be expressive. In
projecting the graphics, we make visible the performer’s
actions in the same way that one can watch a guitarist’s
hands as he or she plays. The system is more visually self-
explanatory than typical live computer music software,
which could help elucidate the performance for the au-
dience. If the graphics are not projected, however, the
system’s advantages for the performer are still valuable.

There are some outstanding issues present in this early
prototype. The current stroke behaviours make it difficult
to synchronize between two running patterns. Synchro-
nization could be a useful musical tool to have available.
The editing capabilities of the system are currently quite
limited, and only support stroke deletion. Some users have
expressed that it would be useful to include more sub-
tle editing operations. There is also a problem with the
current behaviours for certain stroke topologies. A topol-
ogy with one loop works well, but topologies with two or
more loops constitute a feedback condition. This situa-
tion can be encountered unexpectedly in the course of a
performance. These challenges will be addressed in future
versions of the software.

This project bears similarity to Golan Levin’s work in its
use of freehand drawing gestures and animated stroke tra-
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jectories. While his research provided inspiration for our
work, the overall goals of the two projects differ. Levin’s
work focused on audiovisual performance, the simultane-
ous creation of abstract visuals and sound. As mentioned
above, our project is designed to be a “spatial language”
for audio performance, allowing one to quickly specify
temporal patterns. Levin’s focus was on the aesthetic of
the interaction, while this research focuses on the interface
design issues and the effectiveness of the tool for computer
music performance.

Another work to which this research bears some resem-
blance is Tannis Xenakis’s UPIC system[10]. In UPIC, a
composer uses a graphic tablet to specify two-dimensional
curves that drive various sequencing and synthesis func-
tionality. Our work differs in that we focus on real-time
use, whereas UPIC is strictly an offline system. We also
have a much narrower scope than UPIC, allowing a par-
ticular kind of performance within particular constraints.
Xenakis’s system is a broadly applicable, general-purpose
environment for computer music composition.

An final point to make is that the interface design de-
cisions are idiosyncratic and reflect the opinions of the
designers. They were deemed interesting for this iteration
of the project, but will be developed further. The current
version of the software articulates the flavour of this style
of interface and illustrates some of the possibilities offered
by our approach. Other stroke behaviours and mappings
to audio will be experimented with within the simulation
framework, and the system will certainly evolve in the fu-
ture.

S. CONCLUSION AND FUTURE WORK

This paper has presented research into a software system
for computer music performance. Laptop performance is
becoming increasingly popular, but audiences can be un-
satisfied with the apparent lack of activity and lack of
visual cues it sometimes offers. The prototype software
system takes the first steps toward a new performance in-
terface design that aims to address these issues. It is a
direct-manipulation, graphical interface resembling a free-
hand drawing program that forces control mechanisms to
be assembled live as performance. The system eliminates
the use of predefined control sequences and allows impro-
visation. The variability inherent in the freehand input
helps to recapture some of the “humanness” of acoustic
performance. This scheme highlights one way in which
musicians can exploit the unique affordances of software
systems in a performance context.

The prototype system will be further developed. Us-
ability details will be addressed: the system’s editing func-
tionality will be extended, menus and other interface items
will be added, and the overall graphical feedback will be
improved. MIDI or OSC support could also be added for
controlling external synthesis software instead of using the
application’s internal synthesizer.

Most important, the overall system design will be devel-
oped. While preserving the core principles and feel of the
interface, extended stroke behaviour designs will be found
that enhance the system’s performance capabilities. The
ultimate goal is to have a conceptually minimal system
that allows rich, robust and subtle performance.
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ABSTRACT

Development of a musical interface which allows people to play
music intuitively and create music visibly.
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Human Interface, Software

1. INTRODUCTION

Media artist Toshio Iwai and YAMAHA have collaborated to
develop a new digital musical instrument for the 21st century,
TENORI-ON ( See Figure 1 ). A 16x16 matrix of LED switches
allows everyone to play music intuitively, creating a “visible
music” interface [1].

Figure 1. TENORI-ON

In the past, there were some musical interfaces with a new point
of view to music, which allow everyone to play music intuitively
and visibly like Audio Pad [2] and Block Jam [3], but the new
point of TENORI-ON is the interface with the inevitable design
that makes you understand the musical structure visibly and the
high quality feeling made by YAMAHA that has been
manufacturing various kinds of traditional musical instruments for
120 years [4].

The interface of TENORI-N is completely unique and consists of
a 16x16 matrix of light emitting switches. These switches,
however, are not mere input switches, like the keys on a keyboard,
but function as individual displays that emit light that emulates
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Nime06, June 4-8, 2006, Paris, France.

Copyright remains with the author(s).

172

Toshio lwai
Media Artist

E-mail : iwai@gol.com

intuitively the related sound. When you push a switch for a short
time, a ripple of light spreads out from switch that corresponds
with sound you have chosen. If a switch is held down slightly
longer, a dot of light remains on the panel indicating that the light
and the sound will be played repeatedly. One remarkable effect of
this sound and light synergy is that people seem to quickly
understand the relationship between the sounds and switches such
that even non-musicians can enjoy improvising and even
composing almost immediately.

2. EXPOSITION
2.1 System

This interface is an embedded system operated by the real-time
OS called ITRON that mainly controls the sound output, LEDs
and the 256 switches. The core technology making this interface
unique is the algorithm we developed to make music visibly with
the 256 switches including LEDs inside.

Below are the main technical functions of TENORI-ON.

1.  Analyze how long a switch among 256 switches has been
touched

2. Analyze the direction of the finger touching the switches
continuously

3. Analyze the angle of the interface with the acceleration
sensor embedded in the interface

Those elaborate and highly developed technologies make it
possible to give us a lot of information simultaneously, which we
can't get with our eyes, and we can expand the possibility of our
expression by controlling the sound and the light with those
information.

2.2 Interface

2.2.1 Features Of TENORI-ON
Below are the main features of TENORI-ON.

1. Interface that anybody can play easily
When you push the switch, the light is emitted and you’ll
have the points to generate the sound.

2. Create Music with the various kinds of loops

(D : When the scan bar moves one by one from left to right,
it generates the sound at the point where the switches
were pushed and loops.
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© : Making some figures like triangle and rectangular by
pushing switches, the light runs on the line of the figure
and when it gets to the vertex, it generates the sound.

And TENORI-ON has more loop modes besides 2 examples
mentioned above.

3. Session with another machine

When you connect your machine to another machine, it
synchronizes with another one and it enables you to play the
session with another person. It will be another interest that
you can never experience when you play by yourself.

2.2.2 Construction Of The Interface
2.2.2.1 Surface

The upper frame has 2 speakers and 1 switch as the clear function
between the speakers.

The left frame and the right frame have 5 function switches on
each side.

The lower frame has a dial, a LCD and 2 function switches. And
the base side has 2 terminals for a headphone and a volume.

The inside of the square frame has a 16x16 matrix of light
emitting switches. ( See Figure 2 )

2.2.2.2 Backside
The backside of TENORI-ON controller has also a 16x16 matrix
of light emitting button that is a dummy button not to be pushed.

Speaker

Speaker

Switch for Clear

Function Function
Switches Switches
(Left Side) (Right Side)

16x16 matrix
of light emitting
button

Dial

LCD Function Switches

(Lower Side)

Figure 2. Interface of TENORI-ON (Surface)

2.3 How To Play

2.3.1 Several Modes To Play
TENORI-ON has several modes to play like the following 3
modes. Each mode should be selected from the menu written on

the LCD.

B Play Mode : A mode to play TENORI-ON

B Remote Mode : A mode to control TENORI-ON by
another MIDI instrument or PC
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B Save/Load Mode : A mode to save and load files
( examples : a data file of the performance, a file of
the state (pattern) of the layer, the function parameter
set file, the firmware file (load only) and so on )

2.3.2 Panel Operation

The performance of TENORI-ON should be done by pushing a
16x16 matrix of light emitting switch on the TENORI-ON
controller. Depending on how long you push the switch, the
reaction of the panel button should be different. The following
description is about the basic actions after pushing the button.

B Pushing a switch for a short time : Single tone is
generated (LED also emits light at a time)

B Pushing a switch for a long time: You can set the
points to generate the sound in each loop mode (LED
also continues to emit light with some varieties of
animation)

B While you’re pushing a switch is pushed : Just the
same as Pushing a switch for a long time  (If the
sound is the single tone ( not the continuous tone ), the
tone should be just generated repeatedly. )

2.3.3 Master Function Set
The following descriptions are about the data that effect to all
layers.

Master tempo
Master volume
Layer selection

Page selection

Effect selection

2.3.4 Layer Function Set
The following descriptions are about the data that you can control
on each layer.

B Positions of the points where the switches are pushed
on each layer

Loop Mode *
Tone *

Layer tempo *
Volume *
Sound length *

Octave *
| Pan *

The data with * cannot be set plurally in the same layer.

2.3.5 Using As A MIDI Controller

You can use TENORI-ON is to control other MIDI instruments or
PC by sending MIDI data as the operation data generated from the
TENORI-ON controller through the MIDI OUT interface of
TENORI-ON.

2.4 Software

2.4.1 Several Loop Modes
TENORI-ON has several loop modes. The following descriptions
are about the main outlines of the loop modes in TENORI-ON.
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By multiplying these different loop modes, TENORI-ON
generates more complex and interesting music.

2.4.1.1 Score Mode

The horizontal axis means the time and there’re 16 steps. And the
vertical axis means the pitch and the 16 different pitches are
assigned.

When the scan bar moves one by one from the left side to the
right side and hits the point where the switches were pushed, it
generates the sound at the point. Simultaneously the point where
the switch was pushed emits the light strongly and the animation
should be played from the point. When the scan bar reaches the
right side on the panel (16th bar), it gets back to the left side and
moves toward the right side again. In Score Mode, this action
should be continued. ( See Figure 3)

High Pitch

Time
Low Pitch

Figure 3. Basic Mode

2.4.1.2 Random Loop Mode

When you push the panel switch one by one, the point where the
switch was pushed should be memorized as the order it was
pushed.

The light moves between the points where the switches were
pushed and the sound should be generated when the light hits the
point. Then it moves back to the first point that you pushed at first
after the light hits the last point that you pushed. Therefore you
can make a loop by making various kinds of figures in this loop
mode. ( See Figure 4 )

First
Point

Light running
between the points

Third —
Point - Low Pitch

Figure 4. Random Loop Mode

2.4.1.3 Real Time Rec Mode

The data of both the time and the position of the switch that you
pushed are memorized during a loop time of the Score Mode, and
your last performance should be reappeared and looped as it’s
memorized. The memorized data of your performance should be
repeated as the order that you operated 1 loop time before. ( See
Figure 5)

Switches that you
pushed before

Low Pitch

Figure 5. Real Time Rec Mode

2.4.1.4 Bounce Mode

When you push the panel switch, a dot of the light moves down to
the bottom line of the panel switch. It generates the sound when
the dot hits the bottom line, after that, the dot moves up to the
point which you pushed at the first time. And when the dot gets to
the point which you pushed at the first time, it moves down again.
In this loop mode, it repeats this up and down movement.

In this mode, the horizontal axis means the pitch ( the left side :
low pitch, the right side : high pitch ) and the vertical axis means
the time. ( See Figure 6 )

Low High
Pitch Pitch
Time

Figure 6. Bounce Mode

2.4.1.5 Push Mode
While the panel switch is pushed, the sound and the light are
changed gradually.

After pushing the panel switch for a short time, it stops to
generating the sound and emitting the light. And after pushing the
panel switch for a long time, it continues to generate the sound
and emit the light until the switch for the clear function is pushed.
( See Figure 7)

Switches that either
you pushed for a
long time or you’re
pushing now

Low Pitch High Pitch

Figure 7. Push Mode

2.4.1.6 Solo Mode

The sound is generated continuously while the panel switch is
pushed, and after holding the switch that you pushed, it stops
generating the sound and to emitting the light. ( See Figure 8 )
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Low Pitch

Figure 8. Solo Mode

2.4.2 Other Functions

2.4.2.1 Session With Another Machine
TENORI-ON can be connected to other TENORI-ONs with MIDI
and play the session with other users.

In the session, a TENORI-ON as a master role sends the system
real-time message among the other TENORI-ONs. The Other
TENORI-ONs should get the message from the master TENORI-
ON and synchronize the master’s timing.

2.4.2.2 Save And Load The Data
2.4.2.2.1 Save and Load the data of the performance

TENORI-ON memorizes when and which panel switches were
pushed from the start of the recording to the stop of the recording.
The decision of the start and the stop of the recording should be
done by the user’s operation. The recorded file will be saved in
the memory card like SD memory card.

Below are the main data to be saved.

B Positions of the points where the switches were
pushed on each layer

B Time stamps of the points where the switches were
pushed on each layer ( The very first time stamps
should be the beginning of the recording )

Loop modes on each layer
Master function set

Layer function set

Other sets on the menu

2.4.2.2.2 Save the state of a layer

You can save the data of the layer selected as a top layer.
Below are the main data to be saved.

B Positions of the points where the switches were
pushed on the layer that’s selected as a top layer

B Layer function set
CONCLUSION

2.5 Message From Toshio Iwai -- Musical

Instrument For A New Age
I want to handle both light and sound simultaneously and
pleasantly, as we play music or draw pictures. This is the theme I
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have been working on for a long time. Pursuing this idea further I
have, in collaboration with YAMAHA, been developing
TENORI-ON with particular attention being given to, the beauty
of the light and sounds, the ease of performance, and as a musical
instrument for the future, the design and the quality of the product
as a whole. In days gone by, a musical instrument had to have a
beauty, of shape as well as, of sound, and had to fit the player
almost organically.( Instrument like the violin spring to mind. )
All of these elements were once considered indispensable.
Modern electronic instruments don't have this inevitable
relationship between the shape, the sound, and the player. What [
have done is to try to bring back these, once indispensable,
elements and build them in to a true musical instrument for the
digital age. TENORI-ON.

2.6 Our Goal

We developed this work with a new point of view to music. And
we'd like to keep on thinking the musical structure and music with
a new point of view. When we develop some work with the idea
and the image gotten from this method and make the idea move,
then you can catch a new image of music, which you've never
seen before. And if you control the motion of the new image, the
interface will be a brand new thing inevitably. Sometimes, you
might have to develop some new basic technology at first to make
it. In that case, you could develop a work that is exactly mixed art
with science, and the possibility being a brand new work could be
enhanced. We hope that people could get a new point of view to
music and it could connect to the development and the expansion
of the possibility of music by people using the interfaces like our
work.

Finally we hope this work would make it possible for many
people ( including people who don't usually play any musical
instruments ) to experience the pleasure of music more than
before. And when our work that has a new point of view to
musical structure helps to expand the possibility of music and to
develop music, we would like to think that it would be our goal.
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ABSTRACT

This paper presents our need for a Gesture Description In-
terchange Format (GDIF) for storing, retrieving and shar-
ing information about music-related gestures. Ideally, it
should be possible to store all sorts of data from various
commercial and custom made controllers, motion capture
and computer vision systems, as well as results from differ-
ent types of gesture analysis, in a coherent and consistent
way. This would make it possible to use the information
with different software, platforms and devices, and also
allow for sharing data between research institutions. We
present some of the data types that should be included,
and discuss issues which need to be resolved.

Keywords

Gesture description, gesture analysis, standards

1. INTRODUCTION

Our current research evolves around relationships be-
tween music-related gestures (i.e. bodily movement) and
musical sound. One of the approaches we have taken is
to observe how people move in response to musical stim-
uli, what we call sound-tracing, sound-sketching or sound-
mimicking gestures (e.g. air instrument playing [2]). As
presented in more detail in [5], we see the need for a consis-
tent way of describing music related gestures and gesture—
sound relationships. In this paper we present our needs
for a data format to store such information.

We typically use a number of different tools and methods
in our observation studies, everything from motion capture
systems, video recordings and sensor data to manual an-
notation. Up until now, all of these have been recorded in
various programs on different platforms, and in all sorts
of data formats. This is inefficient and also problematic
when it comes to analyzing the material. It also leads to
some challenges when it comes to synchronization, since
the data is recorded with different time coding. The result
is that we need to synchronize data manually, which is a
very time consuming affair. Not only are these issues prob-
lematic when working within our own research group, but
it also makes sharing data with other institutions difficult.
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Figure 1: Different levels of data

From our experience, and after talking to colleagues
from other institutions, there seems to be a need for an
open standard for storing gesture-related data and anal-
ysis in a structured way. Inspired by the Sound Descrip-
tion Interchange Format (SDIF), developed by TRCAM
and CNMAT in the late 1990s [8], and currently avail-
able in a number of audio programs and programming
environments [7], we call for development of a Gesture
Description Interchange Format (GDIF) to solve some of
the above-mentioned issues. We believe it is important to
try and use current standards as far as possible, so GDIF
could possibly be implemented as an Open Sound Control
(OSC) address space, which could allow for both realtime
and nonrealtime applications.

This paper presents what we currently find important
to include in a GDIF specification, some challenges that
need to be addressed, and suggestions for how to proceed
developing the standard.

2. STORING OBSERVATION DATA

An example of a typical workflow in one of our observa-
tion studies is sketched in Figure 1. The first stage is to
record raw data from various sensors and devices, together
with our manual observations and descriptions. This infor-
mation is later pre-processed and analyzed, and forms the
basis for annotations and higher level analysis. The fol-
lowing sections will present these different levels, and how
it might be possible to store them in a consistent way.
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2.1 Controller data

We often use different types of commercially available
controllers for our studies. Some of these already have
well-defined formats, such as MIDI-instruments, as op-
posed to for example HI devices' and Wacom tablets which
typically differ for each device and model. Common for
all such devices is that they have moderate sampling rates
(around 100 Hz), and resolutions varying from 7-bit for
MIDI-devices, 8-bit for most HI controllers and up to 16-
bit for Wacom tablets.

As suggested in [9], data from a joystick could be rep-
resented with an OSC address space like:

/joystick/b xtilt ytilt rotation ...

when button ‘b’ is pressed. A problem with this approach,
however, is that the end user will not necessarily know
what the different values mean. Even though it is less
efficient, we believe it could be wise to split the informa-
tion into separate components. This would probably make
them easier to read and parse for the end user. An exam-
ple could be:

/joystick/button/b [1/0]
/joystick/x/position [0.-1.]
/joystick/x/rotation [0-360]

An important issue would be to define the units used. In
general, we prefer to normalize values to a 0.-1. range, but
for some data it could be more relevant to use other units.
This could for example be defined after the value, like:

/joystick/x/rotation 270 degrees

Similarly, a MIDI device could be described as:
/keyboard/midi/ [note, velocity, channel] [...]
And a Wacom tablet as:

/wacom/graphire/[x, y, pressure, xtilt, ...] [...]

In the last example, the manufacturer’s name and device
name is included. For a Wacom tablet this might be rel-
evant information for the end user, while in other cases
it might not. Rather than using such names, it could be
more relevant to create names describing the quality of the
device (e.g. tablet) rather than the brand name.

2.2 Motion capture data

Storing information from commercial motion capture
systems should also be quite straight forward. One type
of such systems (e.g. Vicon, Eagle 4) use infrared cameras
to record the position of reflective markers in a space. The
end result is a massive amount of x, y, z data (recorded
at up to 4000 Hz) from up to 40 markers. Electromag-
netic tracking systems (e.g. Polhemus Liberty/Patriot)
typically have lower sampling rates (up to 240 Hz), but
can also record orientation (azimuth, elevation, roll) of
the markers.

Although most manufacturers of motion capture sys-
tems have their own custom built software, there seems
to be some agreement on the C3D format? as a standard
way of coding motion capture data. Since this format is
so tied to motion capture systems, and only focuses on
absolute positioning, it is not suitable for our needs. It
would be better to also code such information into GDIF,
for example like:

"Human interface devices, e.g. game controllers.
www.c3d.org
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/polhemus/patriot/[x, y, z, azimuth,
elevation, roll] [...]

2.3 Sensor data

Commercially available controllers and motion capture
systems usually have some standardized values that can
easily be converted to GDIF messages, but it is more
difficult when it comes to data from custom built con-
trollers. They are typically built with all sorts of sensors
and the output is also highly dependent on the sensor in-
terface used. Popular interfaces such as iCubeX, Phidgets,
Teabox and Kroonde work at all sorts of sampling rates
(10 Hz to 4000 Hz), resolutions (7-bit to 16-bit) and ranges
(e.g. 0.-1., 0-127, 0-65536), which make it difficult to come
up with a general system for how to store the data. For
such devices it might be more interesting to store pre-
processed information directly, scaled and normalized to
for example a 0.-1. range, and grouped according to sen-
sor type, for example:

/sensor/accelerometer/[x y z] [...]

For custom built controllers it would probably be wise
to store information in the header of the GDIF file about
how it was built, which sensors and sensor interfaces were
used, etc., so it can be possible reproduce and verify the
results. The structure of such descriptions, and the level
of detail needed, could probably be left open to the end
user, but it would be good to provide some examples of
good practice.

2.4 Other information

As well as the numerical information mentioned above,
we typically also need to store general descriptions about
the recording sessions, with information about date, re-
searchers involved in the recording, the subjects, etc. Such
information can be written to the header in a file, so that
it is easy to get an overview of the data in the file by
investigating the header.

Another important issue is to be able to store informa-
tion about sound and video recordings made in parallel to
controller and sensor data. We usually record video and
audio in observation sessions, both as raw material for
analysis, and as a reference. Working with DV-cameras,
this has posed some serious challenges in terms of synchro-
nizing the recordings with sensor data.

To overcome some of these issues, we have developed a
set of tools® for recording audio, video and gesture data
in one program. The tools are based on the Jamoma?
modular standard for Max/MSP/Jitter, using OSC for all
messaging. This allows for easily sending and receiving
data from networked computers and devices, and makes it
possible to synchronize all the data. In our current setup,
all data is stored on one computer, which is a bottleneck
when we need to record video from multiple cameras at
the same time as recording high density data coming from
a motion capture system. We are currently developing a
system which can store synchronized information on sev-
eral computers.

Since our studies often involve analysing movements in
relation to prerecorded music, we need a way to store and
synchronize original sound files, next to sound recorded
during observation sessions. It would also be interesting to
have a way of storing higher-level musical descriptors, such

3 Available from http://musicalgestures.uio.no
‘http://www.jamoma.org
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that it could be possible to retrieve structural elements in
performances.

Finally, during observation sessions we typically also
want to store some descriptions about new sections, in-
teresting or unusual things happening, etc. Such invalu-
able information could come in any form, anything from
time markers to text comments, and should also be time-
stamped and stored alongside the other data.

3. STORING GESTURE ANALYSIS

Besides storing data, information and descriptions from
the recording sessions, we are also interested in storing
results from analysis of the data. Here the challenge is
not so much on the data processing side, but more on the
analytical, as we are still developing methods and tools for
analysing musical gestures.

As discussed in more detail in [5], we find it impor-
tant to differentiate between different analytical perspec-
tives (Figure 2). For example, we find that it is a big dif-
ference whether the movement is observed with respect to
the performer, the listener, or the controller/instrument.
Analysing the movements of a pianist, there is a big dif-
ference whether the gestures are studied from the pianist’s
or from the audience’s perspective. A performer usually
starts to think about, and carry out, a gesture long before
it is actually seen from an audience. For the performer,
the goal point (e.g. key on the piano) of the movement
is crucial, as well as the internal feeling of the movement,
while for the average listener the larger shape of the ges-
ture is probably more important, and probably also the
only thing that is actually seen at a distance from the
stage.

Instrument Performer Audience
Key is Finger is Arm is
pressed moving moving

Figure 2: Three different analytical perspectives.

Another important thing to consider in the analysis, is
which attention level or analytical resolution to use. As
humans we tend to process information at several different
levels simultaneously, and this is also important for how we
process information. In terms of a piano performance, we
may choose to focus on both small and large gestures at the
same time. We also typically operate at several different
time scales, looking at rapid attacks of hands and fingers,
but also how the upper body is moving over time. The
same should be the case in our analysis, so it is important
that we have a tool where it is possible to have multiple
analytical streams, and different analytical levels next to
each other (Figure 3).

In the following sections we will present some of the
different analytical methods we employ and how it could
be possible to store the results in a GDIF standard.

3.1 Biomechanical analysis

Biomechanical analysis typically focuses on quantitative
aspects of human motion, such as velocity and acceleration
curves from various joints and limbs. For such analysis, the
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trick is to get good recordings, and then the analysis is a
matter of calculating the relevant information. Since the
information is numeric and easily labeled, such informa-
tion is also easily stored.

We still need to figure out how to better represent the
information, for example whether it should focus on body
parts:

/arm/right/[velocity, acceleration, direction] [...
or be grouped according to kinematic quality:
/velocity/arm/[right, left] [...]

What to choose often depends on the main focus of the
analysis, and what is more practical when the information
should be parsed and used in other systems.

3.2 Laban movement analysis

On a more qualitative side, we are interested in storing
Laban movement analysis (LMA) focusing on observations
of the inner qualities of movement [3]. LMA consists of the
descriptors body, effort, shape and space, of which all can
be broken down to separate elements. For example, the
four effort elements are weight, space, time and flow, and
each of these elements are defined in terms of the following
axes:

‘Weight light — strong
Space direct — indirect
Time sustained — sudden

Flow free — bound

These axes may be a good starting point for creating a
numerical way of storing Laban information, since each of
the pairs could be defined by a 0.-1. range. Thus it would
be possible to store subjective Laban data numerically by
for example adjusting a slider between the two extremes
when carrying out the analysis.

3.3 Other types of analysis

What we find particularly important in our analyses
of gesture—sound relationships, is that of separating and
comparing gestures to musical objects [6]. Segmentation
of movements and sounds can be derived quantitatively,
but we typically do segmentation manually, since it is also
often several ways of doing this [2]. Again it is impor-
tant to be able to store multiple layers of information,
since segmentation can typically occur at different levels
(as sketched in Figure 3).

We are also interested in trying to formalize a way of
describing gesture primitives such as trajectory, force and
pattern, described in [1], as well as organological parame-
ters related to instrument control and performance, such
as presented in [4].

4. TOWARDS GDIF

These are some of the most important criteria when it
comes to development of GDIF:

Open so that everyone can use it for any gesture-related
data storage.

Human-readable so that it is possible to easily under-
stand what the data means.
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ABSTRACT

This paper describes an online Wiki, a collaborative Web
site designed to allow users to edit and add content. It
was created at the Input Devices and Music Interaction
Laboratory with the aim of promoting and supporting the
construction of new musical interfaces. Although many
individual universities and research centres offer sources
of relevant information online, this project allows for easy
sharing and dissemination of information across institu-
tional and international boundaries. In this paper, the in-
ternal framework and categorization scheme for the Wiki
is profiled, and each section is introduced. The benefits of
joining this effort are clearly demonstrated, and the pos-
sible future directions of the project are detailed.

Keywords

sensors, Wiki, collaborative website, open content

1. INTRODUCTION

A Wiki, a term derived from the Hawaiian for “quick”,
is a Web site configured to collect and distribute free infor-
mation, by allowing site viewers to edit its content [18]. It
is made up of two systems working together — a template
layer which converts a simple markup language written
by users to HTML documents, and a version control log
that records the time and page on which each individual
edit occurs. These two parallel subsystems facilitate non-
destructive editing and help safeguard against vandalism
[10]. By its nature, a Wiki makes possible many-to-many
communication amongst contributers and users [4].

There are several Wiki software engines available, both
proprietary and open source [13] [9] [12] [16] [6]. WikiMa-
trix.org [17], a Web forum for discussion of Wiki engines,
lists 46 separate systems. The size of a Wiki is usually
measured by article count, but several other options exist
[7], which include:

e Total size of Wiki in bytes
e Total equivalent pages in A4 paper

e Total number and frequency table of words

Permission to make digital or hard copies of all or part of this work for
personal or classroom use is granted without fee provided that copies are
not made or distributed for profit or commercial advantage and that copies
bear this notice and the full citation on the first page. To copy otherwise,
or republish, to post on servers or to redistribute to lists, requires prior
specific permission and/or a fee.

NIME 06, June 4-8, 2006, Paris, France

Copyright remains with the author(s).
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e Number of articles in different byte size ranges, such
as 50, 250, or 1000 bytes

e Size of articles N/L, 2N/L, ... LN/L where N is the
total number of articles and L is the number of lan-
guages in which articles are written

The largest Wiki by all measurements is the Wikipedia,
an online collaborative encyclopedia project [4]. It utilizes
WikiMedia Foundation’s GPL-licensed engine, Mediawiki
[15], as does SensorWiki.org. While some Wikis require
a short registration process for editors, as of writing the
Sensor Wiki does not. ' The advantage of Wikis as com-
pared to traditional websites is that information can be
quickly shared amongst all the interested members in a
given field or community. Structured Wikis like Sensor-
Wiki.org attempt to combine this open nature with the
format consistency and flexibility of a database applica-
tion [14].

While some of the information compiled and developed
by research labs is proprietary, there is an abundance of
material that would be made public if the proper forum for
its release were made available. The Sensor Wiki project
is just such a forum.

2. EXISTING RESOURCES

There is much published research about sensors [11] [3].
Papers (for instance [1]) and more recently a book [8],
address musical applications of sensors. Although these
resources are useful because they have undergone a rigor-
ous editing and review process, most of what is available
stops short of providing specific data, such as information
on sensor purchasing (where, how much), as this informa-
tion changes often. This is also true for publications in
journals and conference proceedings.

To find practical information, one must usually conduct
online research to determine what is available for a given
task, compare specifications and prices, and finally make
contact with a company and place an order. But enter-
ing the word “sensor” into a search engine such as Google
yields millions of superfluous results. The process is not
only extremely time-consuming, it is often repeated un-
necessarily because the information gathered each time is
not organized and preserved.

The creation of a resource tool about sensors in music
is an ideal application for a Wiki system for several rea-
sons: It serves as a single place to gather resources and

! As there has not yet been excessive amounts of vandalism,
a registration process has not proved necessary. If spam
and editing by “bots” becomes an issue, this point will
need to be reconsidered.
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information, it allows and encourages members of differ-
ent institutions to share their findings and discoveries, and
finally it can be updated quickly and easily as new infor-
mation becomes available. It is then complementary to
other sources of information, such as articles and books.

3. SENSORWIKI.ORG

The Sensor Wiki is located at www.sensorwiki.org, and
is currently organized into three sections:

e A comprehensive list of sensors, each with their own
sensor description page.

e A database of references on interfaces and interac-
tion.

e A section containing detailed tutorials related to sen-
sor interface design.

3.1 Sensor list

Sensors in the list are organized in categories accord-
ing to the physical phenomenon they sense, for instance,
rotary position, linear position, or force/pressure/strain.

2 Create an account or log in
article

Sensors

discussion edil || history

For the purposes of physical interaction design, a sensor is a
transducer that converts a form of energy into an electrical signal.

[edit]

.
a1
vy R
N
List of sensors

navigation
[edit]

= Main Page Acceleration

= Community portal
= Accelerometer

Gurrent events )
[edit]

Recent changes

Force/pressure/strain

= Air pressure
= Flexion

-
-
= Random page
= Help

Lt » Force-sensitive resistor (FSR)

= Load cell

= LuSense CPS? 155

= Miniature pressure transducer
= Piezoelectric ceramic & film
= Strain gauge

Humidity
= Hygrometer

(Go)) (Search)
toolbox
= What links here
= Related changes

= Special pages [edit]

Linear position [edit]

= Capacitive

= Hall effect

= Infrared

= Linear position (touch)

= Linear variable differential transformer (LVDT)
= LuSense CPS? 155

= Linear potentiometer (slider)

= Ultrasound

Figure 1: A screen shot of part of the sensor list
in the Sensor Wiki.

If a sensor can be used to sense more than one phe-
nomenon, it is included under each category for complete-
ness. However, this is only a repetition of the link; each
leads to the same sensor description page.
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Strain gauge

Table of contents [hide]

1 Summary
1.1 Introduction
1.2 Signal conditioning
1.3 Other Applications
2 Devices
2.1 Omega SG-3/350-LY41
2.2 VishayMicro Measurements 375UW
3 Media
4 References

Figure 2: A typical list of topics covered for a par-
ticular sensor.

Each sensor description page includes:

e An introductory paragraph where background is pro-
vided and general issues about the sensor are dis-
cussed.

e A section describing the practical use of the sensor,
including ways of constructing conditioning circuits,
mounting techniques, and type of signal output.

e A list of companies that offer this sensor, including a
data sheet, price list, and link to the company’s site.

e Media featuring the sensor, such as images, video,
circuit diagrams, and CircuitMaker [2] simulation
files.

e External links and a reference list of resources used
in the writing of the article.

Devices

ledit] Source
Digikey &

PartMiner &

Price
CANS$ B5.15

Country
Canada
usa

Analog Devices
ADXRS300

+/- 300 degrees per second
Single Chip Yaw Rate Gyro with
Signal Conditioning
Variants:
= ADXRS150 (+/- 150 degrees per second)
= ADXRS401 (+/- 75 degrees per second)

Datasheet: adxrs300.pdf 5} (400 KB)
Resources:
Notes:

ledil] Source
Digikey &

PartMiner &

Price
CANE 98.71

Country
Canada
usa

Analog Devices
ADXRS300EB

+/- 300 degrees per second
Single Chip Rate Gyro
Evaluation Board

Variants:

Datasheet: adxrs300eb.pdf £} (76 KB)
Resources:

Notes:

Figure 3: Example of a list of devices commer-
cially available, where to find them and prices —
gyroscope.
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Media
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‘ fsr155.AVI 5} fsr155.CKT
fsr155.wmf

far155_position.wmf
fsr155_pressure.wmf

_

| d
The FSA 155 with &
multiplexer

Figure 4: Example of media information available
— LuSense CPS2 155.

Pressure

[=3

Figure 5: Example of a conditioning circuit - CPS2
155 by LuSense. Circuit design by Patrice Pierrot.

3.2 Reference List

The list of references started as a duplicate of the
online resource Interactive Systems and Instrument De-
sign in Music Working Group (ISIDM), meant to pro-
vide a knowledge-base for researchers and workers in the
field. Although the information included in the original
knowledge-base hosted at ICMA (International Computer
Music Association) and later at McGill is invaluable, it is
incomplete and difficult to update (it is a standard HTML
webpage and not editable by the public).

It is here proposed that Sensor Wiki provides a much
better forum for this knowledge-base, as references are
easily added and edited, and the discussion pages allow
public communication on changes or direction.

Like the original ISIDM webpage, the Sensor Wiki
knowledge-base provides links and references for the fol-
lowing topics:

e Evolution of interactive electronic systems
e Interaction & performance

Sensors & actuators

o Interface design
e Mapping

Software tools

Dance technology
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Each topic consists of three sections: Introductory Ref-
erences, which introduces the topic to beginners, clarifies
some of the vocabulary used, and provides references and
links to published work that outlines the topic, an exhaus-
tive Bibliography in Computer Music Journal format, and
an Internet Directory, linking to useful resources available
online. We hope that by moving the ISIDM to the Sensor
Wiki we will achieve the level of collaboration originally
intended by the working group [5].

3.3 Tutorials

SensorWiki.org also includes tutorial pages oriented to-
ward guiding a reader through specific projects from be-
ginning to end. These are usually prepared by individuals,
and subsequently edited in minor ways. Initial examples
include an overview of basic sensor interfacing techniques,
and a lucid and complete tutorial on integrating the USB
with microcontroller projects.

Building a USB sensor interface

This section deals with the construction of the AVR-HID device, a 6 channel, 10-bit analog-to-digital
converter device which communicates with the computer over the USB connection. The design and
specifications of the device are given, along with the schematic, parts list, building instructions,
usage and modification information.

For a basic introduction to the AVR-HID system please see the AVR-HID project homepage &.

Table of contents [hide]
1 Introduction
2 Layout of this document
3 Overview
4 Design
4.1 Layout and Schematic
4.2 Component Desciptions
4.2.1 USB connector
4.2.2 Power Indicator
4.2.3 ISP socket
4.2.4 12MHz Crystal
4.2.5 Sensor Ports
4.2 6 ATMEL ATmegal6
5 Building the AVR-HID
5.1 Obtaining the components
5.2 Assembling the AVR-HID board
5.2.1 Assembly Hints
6 AVR-HID Firmware

Figure 6: Excerpt - Tutorial on Building a USB
sensor interface, by Mark Marshall.

3.4 Applications

It is hoped that this flexible and comprehensive resource
will prove useful for researchers who wish to use sensors
in their projects. Since it is hosted by a music technol-
ogy research lab, the Wiki’s content tends to be music-
oriented, however the information it provides is also useful
for robotics, installations, interactive dance systems, and
research in a host of other fields.

Reasons for joining the Sensor Wiki project should be
clear — the project will allow everyone in our commu-
nity to benefit from the knowledge and experience of their
colleagues. In the same spirit that the NIME and ICMC
conferences foster research, new innovation and collabora-
tions, the Sensor Wiki will allow individuals and schools
working in the field to grow and learn faster together than
they could apart.
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4. FUTURE EXPANSION

The future direction and expansion of the Sensor Wiki
project will depend heavily on groups and individuals not
associated with the IDMIL or the Music Technology Area
of McGill University. Although the initial contributors
guided the design and formatting of the Wiki in a two-
year development process, the content provided thus far
is intended to merely initiate a dialogue and sharing of
information that will benefit all of us equally, and the basic
design and layout may change according to the suggestions
of new users.

More accounts of individual experiences with the inter-
face design process are much needed. Backgrounds on mu-
sical instruments, commercial controllers, and experimen-
tal designs could also be included. Plans for expansion
over the coming year include a comprehensive list of ac-
tuator technologies to match the sensor list, as well as
overviews and tutorials on haptic feedback systems.

5. CONCLUSIONS

Already, SensorWiki.org is a valuable repository of sen-
sor information; as of writing there are approximately 49
”legitimate content pages”, with over 33,543 page views.
Other institutions have begun linking to the site, such
as the University of Oslo, the University of Washington’s
Center for Digital Arts and Experimental Media, Stanford
University’s Center for Computer Research in Music and
Acoustics, and the Department of Music at Columbia Uni-
versity. We invite researchers and all individuals who wish
to share their expertise to participate in the development
of the Sensor Wiki. With broad participation, it could
serve as a central place for open music technology infor-
mation, a summary for students new to the field, and a
valuable resource for students, hobbyists, and researchers.
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ABSTRACT

In this paper, we describe the design of a novel wireless
acquisition board, its advantages and characteristics, and its
applications to NIME.
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1. INTRODUCTION

The recent development in human-computer interaction research
shows a demand for customized design of electronic sensor
systems, used in ubiquitous computing, wearable interfaces,
music and dance performances etc. This implies that the
interaction designer should consider applicable sensors, in
addition to programming the interpretation of their signals in a
high-level software platform. Often, the problem occurs beyond
this scope of interaction design — being about which
hardware/software interface platform to use, to make the sensor
signals available as altering variable values in the desired software
platform. Market acquisition or custom building of such interface
platforms requires acquaintance with data-acquisition systems
from an engineering perspective, which is not covered in the
academic scope of traditional human computer interaction
educations. Such trends are becoming more and more addressed
academically (see, for example, [1] [2]), however they require
introduction to a broad theoretical base. In this paper, we describe
the concept of a simple prototype implementation of a wireless
data acquisition board, which physically illustrates theoretical
concepts and their systematic binding, which might assist a
student of HCI in gaining practical insight.

Custom development of a data acquisition system for interaction
applications is made easier (if not possible) by the continuous
market development, and availability of inexpensive ICs that are
functional units with relatively simple electronic interfaces. In this
case, the central interest is in microcontrollers, which both contain
on board memory (and can be easily reprogrammed), and different
built-in functional units: multiple input A/D converter, an
universal asynchronous receiver transmitter (UART) for serial
communication, radio transmitter etc. In addition, the market
offers a myriad of different devices aimed at establishing a digital
wireless radio link, with a different range of possibilities — from
simple modulation of a radio wave, up to full implementation of
network communication protocols.
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In this paper, we focus on implementing the (almost) simplest
possible board allowing a multichannel, wireless data acquisition,
aimed at interaction processing usage. A data acquisition board
commonly accepts a conditioned analog voltage signal, hence it
can be used with a variety of sensor systems — as long as the
sensed values are mapped to voltage that fits the defined input
range of the board. The important point is that any microcontroller
that features a multiple channel A/D converter, can be
programmed to act as a data acquisition hardware in a relatively
simple manner (as long as there is a high-level software IDE with
a serial code routine, as is mostly the case).

Our intention is to illustrate a simple data acquisition system
involving a single microcontroller circuit that communicates the
acquisition data to a PC via serial. The traditional PC
asynchronous serial interface allows the possibility to establish a
simplex communication line using only one transmission line; that
is, a single digital voltage signal. This then allows that the
simplest modes of radio wave modulation (AM/FM or the binary
versions ASK/FSK) can be implemented to establish a wireless
link, using tuned/coupled  modulator+transmitter  and
receiver+demodulator IC devices. Finally, we obtain a prototype
system of two hardware devices, a transmitter and a receiver, and
a corresponding software driver.

Figure 1. Transmitter device (left), receiver device (center),
and receiver connected to a PC (right).

The academic value is first and foremost in the simplicity: all
circuits involve only a single side printed circuit board design and
basic etching and soldering skills. The design revolves around
usage of a microcontroller (in this case a PIC16F74) as a data
acquisition hardware that creates an asynchronous serial code,
transmitted through a coupled pair of radio devices - digital FM
transmitter and receiver ICs (in this case RTFQ1 and RRFQ1"),
and a MAX-232 chip for conversion of TTL into RS-232 levels

1 .
www.rfsolutions.co.uk
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used by the PC. A serial driver/decoder is provided in Max/MSP?,
coded fully through its native objects. The simplicity then allows
direct relationship to engineering concepts: the particular
microcontroller architecture relates to the basic structure of a
multichannel data acquisition system. The serial code generated,
in both TTL and RS-232 levels, is observable on an oscilloscope,
and directly relates to the theoretical basics of asynchronous
serial. Furthermore, the system can be seen as a simplex
communication line, and we ourselves define the communication
protocol, and code and decode it, illustrating basic
telecommunication concepts — without however going further into
electrically more complex concepts of handshaking. Involving a
wireless radio link illustrates basic introduction to radio waves,
antennas and propagation — however, most of the complicated RF
issues can be avoided thanks to the functionality of the IC
devices; only a ground plane and stable power source need to be
considered in this particular design. Finally, this requires but four
ICs and several basic electronic components (resistors, transistors,
capacitors) to implement, all easily accessible in common
educational facilities for electronic hardware — and usually
regularly covered in a budget of an educational institution, thus
minimizing additional expenses to running the implementation of
the system as a student exercise (even for private purchase, the
total current price of components required should not be over 70-
100 Euro).

The simple design and quick implementation, the direct
illustration of diverse basic theoretical concepts in a single
system, and the relatively low expenses related to building
process, are the general points that make the implementation of
such a prototype level wireless data acquisition system applicable
as an course exercise, executed say in a one week workshop
format, and aimed at students of interaction design.

2. RELATED WORK AND INSPIRATION

We consider such device to be like Teleo Intro board by Making
Things® or the Kroonde wireless data acquisition system by La
Kitchen®*, which are marketed for use with Max/MSP by Cycling
74, a software development platform commonly used for
customized interaction processing. Such devices are characterized
by digitizing of multiple input channels, with sampling rates with
an upper bound of around 1 KHz per channel, sampling
resolutions spanning from 1 to 16 bit per channel sample, some
form of physical connection to a PC (USB, Ethernet) and a driver
software, which eventually is exposed as interface as a Max/MSP
object — allowing further interaction programming in this software
platform. Most commonly, each channel to which a conditioned
analog sensor voltage is applied (commonly in the range of 0V-
5V) is exposed as an integer numeric value, provided through a
corresponding outlet of the driver interface object in Max/MSP;
and refreshed at the effective sampling period per channel.

Similar functionality is also found in other systems. Besides these
commercial market products, HCI research also discusses custom-
built data acquisition interfaces, such as Atomic Pro [4] or WiSe
Box [5], which too have a similar functional interface (although

2 www.cycling74.com
? www.makingthings.com

* www.la-kitchen.fr
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aimed at other interaction uses, such as MIDI or OSC from
CNMAT [7] for music instrument hardware).

The Teleo Intro board implements this functionality through a PIC
microcontroller, which samples the four analog inputs on the
Teleo, and communicates the results to a PC via USB connection.
In hardware, the