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ABSTRACT

This paper investigates the passivity of the Moog Ladder Filter and
its simulation. First, the linearized system is analyzed. Results
based on the energy stored in the capacitors lead to a stability do-
main which is available for time-varying control parameters mean-
while it is sub-optimal for time-invariant ones. A second storage
function is proposed, from which the largest stability domain is
recovered for a time-invariant Q-parameter. Sufficient conditions
for stability are given. Second, the study is adapted to the non-
linear case by introducing a third storage function. Then, asimu-
lation based on the standard bilinear transform is derived and the
dissipativity of this numerical version is examined. Simulations
show that passivity is not unconditionally guaranteed, butmostly
fulfilled, and that typical behaviours of the Moog filter, including
self-oscillations, are properly reproduced.

1. INTRODUCTION

The Moog Ladder Filter [1] is an analog audio device which is
appreciated by many musicians because of its intuitive control, its
sound singularity and its typical self-oscillating behaviour at high
feedback-loop gains. This nonlinear analog circuit has been deeply
studied and simulated using distinct methods [2, 3, 4, 5, 6, 7, 8].

Approaches based on energy and passivity considerations have
proved to be relevant for simulating nonlinear systems, including
applications to sound synthesis. This issue is of main importance
for conservative systems whose simulation must neither diverge
nor introduce parasitic dampings. These considerations have yet
motivated works on e.g. nonlinear strings, plates and shells (see
e.g. [9, 10, 11]). This approach is also worthwhile for dissipative
systems, especially when they are able to reach conservative and
self-oscillating behaviours. Thus, the filter of the EMS VCS3 syn-
thesizer has been simulated using a decomposition of the circuit
into modules which preserves passivity properties [12]. Moreover,
these methods usually allow to derive simulations which arecom-
patible with real-time computations usable by musicians.

In this paper, a study on the Moog filter passivity is performed
from which a stability criterion is deduced according to theso-
called Lyapunov stability analysis [13]. Lyapunov functions based
on (a) the natural energy stored in the capacitors, (b) energies con-
veyed by eigenvectors of the linearized system and (c) some mod-
ified versions adapted to the nonlinear dynamics are considered.
They allow to characterize stability domains as well as dissipated
quantities. These features are applied to the discrete-time dynam-
ics analysis of the bilinearly-transformed version of the system.

The outline of this paper is as follows. Section 2 recalls the

circuit equations and provides a state-space representation of the
system. Section 3 refreshes the definition of passivity, of Lyapunov
functions as well as basic results on stability analysis. The stability
analysis is performed, first, on the linearized version of the circuit
in section 4, and then, on the original nonlinear circuit in section 5.
Finally, in section 6, a dissipativity indicator especially designed
for the bilinear transform is deduced, which allows to characterize
the passivity preservation in simulated results.

2. CIRCUIT AND EQUATIONS

2.1. Circuit description

The Moog ladder filter is a circuit composed of (see Fig. 1 a-d): a
driver, a cascade of four filters involving capacitorsC, differential
pairs of NPN-transistors and an additional feedback loop (detailed
in (e)). Following [1], transistors are LM3046 or BC109a,b,c, po-
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Figure 1: Circuits : (a) NPN transistor, (b) single-stage filter,
(c) driver, (d) four-stages Moog ladder filter without loop and
(e) Complete filter including a feedback-loop gain−4r.

larization voltages areVP1 = 2.5 V, VP2 = 4.4 V, VP3 = 6.3 V,
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VP4 = 8.2 V, Vcc = 15V corresponding toR1 = 350 Ohms,R2 =
R3 = R4 = 150 Ohms,R5 = 390 Ohms. Capacitances areC =
27 nF for the Moog Prodigy andC=68 nF for the MiniMoog syn-
thesizer. Moreover,Ic is a voltage-controlled current which tunes
a cut-off frequency and parameterr (in Fig. 1e) is a the voltage-
controlled gain which monitors the resonance (no resonanceif r=
0, resonance with infiniteQ-factor (self-oscillations) ifr=1 [2]).

2.2. Circuit equations, energy and power balance

Denoteqn, In andVn the charge, the current and the voltage of
the capacitor in then-th stage, respectively. The circuit equations
are (see e.g. [8, § II] for a detailed derivation for transistor pairs)

Capacitor law: qk = C Vk, (1)

Capacitor current:
dqk

dt
= Ik, (2)

Transistor pair: Ik = − Ic

2
tanh

Vk

2VT
+
Ic

2
tanh

Vk−1

2VT
, (3)

Loop: V0 = Vin − 4rV4. (4)

where the thermal voltage isVT = kb T/q ≈ 25.85 mV at temper-
atureT =300 K (kb = 1.38 10−23 J/K is the Boltzmann constant,
q=1.6 10−19 C is the electron charge).

The total energy which is stored in the capacitors is given by

E =
4X

k=1

q2k
2C

, (5)

the time derivative of which yields the following power balance

dE

dt
=

4X

k=1

qk

C

dqk

dt
=

4X

k=1

VkIk, (6)

which can be formulated as a function ofV0,...,4 using (3).

2.3. Dimensionless version

Consider the dimensionless quantities

xk =
Vk

V ⋆
=
qk

q⋆
, ik =

Ik

I⋆
, u=

Vin

V ⋆
, e=

1

2

E

E⋆
,

with V ⋆ = 2VT , q⋆ =C V ⋆, I⋆ = Ic
2

andE⋆ = (q⋆)2

2C
. Then, (1)

becomes trivial (xk =xk) sincexk characterizes both the voltage
and the charge of capacitors. Moreover, (2-6) become, respec-
tively, 1

ω
dxk
dt

= ik, ik =− tanhxk+tanh xk−1, x0 =x4 − 4ru,

e =

4X

k=1

x2
k

2
, and

de

dt
=

4X

k=1

xk
dxk

dt
= ω

4X

k=1

xk ik, (7)

which can be formulated as a function ofx1,...,4 andu and where
ω=I⋆/q⋆ =Ic/(4C VT ) (in s−1).

2.4. State-space representation and parameters

The dimensionless versions of (2-4) fork = 1, . . . , 4 yield the
state-space representation with statex and inputu, given by

1

ω

dx

dt
=f(x, u) with f(x, u)=

2
64

− tanhx1+tanh(u−4r x4)
− tanhx2+tanhx1

− tanhx3+tanhx2

− tanhx4+tanhx3

3
75, (8)

where the cutoff angular frequencyω= Ic
4CVT

has been extracted
from f for sake of simplicity in the following derivations.

Remark 1. In all the following equations (unless otherwise men-
tioned), the control parametersω andr can depend on time and lie
in ω ∈ R∗

+, r ∈ [0, 1] (the caseω = 0 which yields no dynamics
dx
dt

= 0 so thatx(t) = x(0) is discarded here). Note also that the
signal which is usually used as the output of the filter corresponds
to x4.

3. RECALLS ON PASSIVITY, STABILITY AND
LYAPUNOV ANALYSIS

This section recalls some basic results about passivity, stability
and Lyapunov analysis. The detailed theory can be found in [13,
chapter 6].
Definition. Consider a system with state-space representationdx

dt
=

f(x, u), output y = φ(x, u), wheref : Rk × Rp → Rk is
sufficiently regular (locally Lipschitz),φ : Rk × Rp → Rp is
continuous,f(0, 0) = 0 andφ(0, 0) = 0. This system is said
to be passive if there exists a continuously differentiablepositive
semidefinite functionV(x) called the storage function such that
d
dt

“
V(x)

”
≤ yTu. It is said to bestrictly passiveif

d

dt

“
V(x)

”
≤ −ψ(x) + yTu, (9)

for some positive definite functionψ.
Such a storage functionV is called aLyapunov function. It

can be assimilated to an energy of the system andψ to a dissipated
power. One interest of the following approach is that it can be used
for linear, nonlinear and possibly time-varying systems.
Links between passivity and stability.The passivity is a practical
tool to examine some system stability aspects. It leans on the two
following key points:

• when the excitation of the system stops (u = 0), the posi-
tive storage functionV stops increasing (passive system) or
even decreases as long asx 6= 0 (strictly passive system).

• If V
`
x(t)

´
is bounded, thenx lives inside a closed bounded

set: it cannot diverge. Moreover, sinceV is continuous and
definite, if it decreases towards 0, thenx also tends towards
0 (global asymptotic stability).

This very last case necessarily occurs for strictly passivesystems
with u = 0 if V is radically bounded [13].

In short, this can be summarized as follows:if a system with
a suitable energy (V) continuously dissipates some positive power,
the system dynamics is bounded. Moreover, if functionV is rad-
ically bounded, the dynamics eventually tends to a steady state
(x0 = 0 for u = 0) which is stable.
Passivity of systems in practice.Given a storage functionV, the
passivity can be examined by deriving

P(x, u)
def.
=

“
∂(xT )V(x)

”
f(x, u)

“
=

d

dt
V(x)

”
(10)

which represents apower (∂(xT ) denotes the partial derivatives
w.r.t. the row vectorxT ). Indeed, ifP(x, u) can be written as

P(x, u) = −ψ(x) + φ(x, u)Tu (11)

the passivity is obtained (with equality in (9)) w.r.t to theoutput
y = φ(x, u).
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4. LINEARIZED SYSTEM: STABILITY, ENERGY AND
LYAPUNOV ANALYSIS

4.1. System equations, transfer matrix and pole analysis

4.1.1. Linear state-space equation

Foru = 0, the unique equilibrium point of system (8) is zero. The
linearized system around(x, u)=(0, 0)∈R4 × R is given by

1

ω

dx

dt
= Ax+Bu with A=∂xf(0, 0) andB=∂uf(0, 0), (12)

that is,A=

2
64

−1 0 0 −4r
1 −1 0 0
0 1 −1 0
0 0 1 −1

3
75 and B=

2
64

1
0
0
0

3
75 .

4.1.2. Transfer matrix and pole analysis

For time-invariant parametersω andr, the input-to-state transfer
matrix of (12) is

H(s) = F
“ s
ω

”
whereF (σ) =

`
σ I4 − A

´−1
B

whereI4 denotes the4×4 identity matrix,s denotes the Laplace
variable andσ = s/ω is its dimensionless version.

The poles in theσ-complex plane are the roots of the charac-
teristic polynomial

PA(σ) = det(σ I4 − A) = σ4 + 4σ3 + 6σ2 + 4σ + 1 + 4r.

For positive gainsr, they are given by

σ1 = −1 + 4
√
r + ι̇ 4

√
r, σ1, σ2 = −1 − 4

√
r + ι̇ 4

√
r andσ2.

(13)
Their real parts are all strictly negative for gainsr < 1. This
condition characterizes the strict stability domain.

Remark 2. Ass = ωσ andσ-poles do not depend onω, changing
ω modifies the cutoff frequency of the filter. But, it does not mod-
ify the quality factor of the resonance which is exclusivelytuned
by r. This is an appreciated particularity of the Moog filter since
it makes its control easier (see [2]).

4.1.3. Conclusion on stability

For time-invariant parameters, the pole analysis reveals that the
linearized system is strictly stable (poles have all a strictly negative
real part) if the positive gainr satisfiesr < 1. The caser =
1 corresponds to the limit of stability. The linear filter becomes
unstable forr > 1. The stability domain does not depend on
ω. Finally, for constant parameters, the strict stability maximal
domain is

(ω, r) ∈ Dmax = R∗
+ × [0, 1[. (14)

4.2. Passivity analysis based on the natural circuit energy

This section tries to restore the result (14) with a Lyapunovap-
proach, from the passivity analysis of the linearized system. Pa-
rameters can be time-varying.

4.2.1. Passivity analysis

The energy of a physical system is a natural candidate Lyapunov
function. For the (dimensionless) Moog filter, it corresponds to
the sum of the energies stored in the four capacitors, given by (7),
which can be rewritten ase=V(x) with

V(x) =
4X

k=1

V (xk), (15)

whereV is the energy of one capacitor

V (x) =
1

2
x2, (16)

(see § 2.3 for the conversion into dimensional physical quantities).
Using the matrix formulationV(x) = 1

2
xT x, (10) leads to

P(x, u)=ω
`
∂xV(x)

´T`
Ax+Bu

´
=ω

`
− eψ(x) + eφ(x, u)Tu

´
where

eψ(x) = −xTAx and eφ(x, u) = Bx = ωx1. (17)

The strict passivity is obtained w.r.t. the outputy = x1, if eψ
is positive definite. This is the case if and only if the symmetric
matrixQ = Qt = − 1

2

`
A+ AT

´
from which eψ(x) = xTQx can

also be defined is positive definite. This condition is equivalent to

∀k ∈ [1, 4]N, det

2
64
Q1,1 . . . Qk,1

...
...

Qk,1 . . . Qk,k

3
75

def
= dk(Q) > 0. (18)

The matrixQ is given by

Q = Qt = −1

2
(A+AT ) =

2
664

1 − 1
2

0 2r
− 1

2
1 − 1

2
0

0 − 1
2

1 − 1
2

2r 0 − 1
2

1

3
775 .

The sub-determinantsdk(Q) are given by

d1(Q) = 1, d2 =
3

4
, d3 =

1

2
and d4 =

5

16
+

1

2
r − 3r2.

They are all strictly positive iffd4 > 0, that is,− 1
4
< r < 5

12
.

4.2.2. Conclusion

The Lyapunov analysis based on the natural energy does not re-
store the maximal stability domainDmax given in (14) but only
the subsetDnatural described by

(ω, r) ∈ Dnatural = R∗
+ × [0,

5

12
[⊂ Dmax. (19)

This result which can appear contradictory at first sight is actu-
ally a quite well-known feature of the Lyapunov stability analysis,
as stated below.

Remark 3. The Lyapunov stability analysis gives a sufficient con-
dition for stability. But, it does not allow to conclude thata system
is unstable if the condition is not fulfilled. Moreover, it does not
guide the user in choosing the Lyapunov function (whether optimal
or not). These difficulties have motivated many works to derive a
candidate Lyapunov function for a given system, witnessed by a
large recent bibliography on this topic. This is precisely why us-
ing the natural energy of physical systems as a Lyapunov function
is usually appreciated. Unfortunately, this function is not optimal
here.

DAFX-3

Proc. of the 14th International Conference on Digital Audio Effects (DAFx-11), Paris, France, September 19-23, 2011

DAFx-47



Proc. of the 14th Int. Conference on Digital Audio Effects (DAFx-11), Paris,France, September 19-23, 2011

At this step, it is useless to study the stability of the nonlinear
system and its self-oscillating limit which is precisely known to
be reached atr = 1: a Lyapunov function allowing to restore the
stability domainDmax must be investigated first.

4.3. Recovery of the maximal stability domain

As there is no general constructive method to design adaptedLya-
punov functions, an inductive (but constructive) method isintro-
duced below, which consists in writing the power balance in aba-
sis of eigenvectors so that the dissipativity is straightforwardly re-
lated to the real part of eigenvalues, that is, the poles of the transfer
function.

First, the method which yields a parametrized family of candi-
date Lyapunov functions to test is described. Second, the method
is applied to the Moog system: as for the pole analysis, the ob-
tained result restores the upper bound for time-invariant gainsr.

4.3.1. Description of the proposed method

In this section, parameterr (but notω) is assumed to be time-
invariant. The method is described by the 4 following steps:

Step 1. Write the diagonal version of the system in a basis of
eigenvectorsv1, v1, v2, v2 associated with eigenvaluesΣ =
(σ1, σ1, σ2, σ2) defined in (13), that is,

1

ω

dx⋆

dt
= A⋆ x⋆ +B⋆u

with x⋆ = P−1x, A⋆ =P−1AP = diag(Σ), B⋆ =P−1B
and

P =
ˆ
v1, v1, v2, v2

˜
. (20)

Step 2. Build a power balance from this state equation as follows

xH
⋆ W⋆

“ 1

ω

dx⋆

dt

”
= xH

⋆ (W⋆A⋆)x⋆ + xH
⋆ (W⋆B⋆)u,

whereW⋆ = diag(w⋆) with w⋆ ∈ (R∗
+)4 can be any posi-

tive definite “diagonal weight matrix” (xH
⋆ = x⋆

T denotes
the hermitian, i.e. the transposed conjugate version ofx⋆).

Step 3. The average of the latter equation and its hermitian ver-
sion yields (recalling thatu is real valued)

1

ω

de⋆

dt
= − eψ⋆(x⋆) + eφ⋆(x⋆)

Tu, (21)

wheree⋆ = 1
2
xH

⋆ W⋆x⋆, φ⋆(x⋆) = ℜe(BH
⋆ W⋆ x⋆) and

ψ⋆(x⋆) = xH
⋆ Q⋆ x⋆ withQ⋆ = −ℜe(W⋆A⋆), so that the

two following key points are fulfilled:

(i) e⋆ is a positive definite function ofx⋆ (sinceW⋆ is
positive definite);

(ii) Q⋆ is positive definite if and only if all the eigenval-
uesσ (the poles of the transfer matrix) have a strictly
negative real part.

Step 4. Write these results in the original state basis: (10) is reco-
vered withe⋆ =V(x), 1

ω
P(x, u)=− eψ(x)+ eφ(x)Tu, and

V(x) =
1

2
xtWx with W =WH = P−HW⋆P

−1, (22)

eψ(x) =xtQx with Q=QH = −P−Hℜe(W⋆A⋆)P
−1, (23)

eφ(x) =Lx with L=BT P−HW⋆P
−1 = BT W, (24)

for anyW⋆ = diag(w⋆) > 0 and whereP−H = (P−1)H .

This method builds a family of “candidate” Lyapunov functions
parametrized by a definite positive diagonal weight matrixW⋆ =
diag(w⋆).

Remark 4 (Time-invariant parameterr). The validity of (21) is
conditioned by the fact thatw⋆ does not depend on time and that
of step 4 by the fact thatP does not depends on time. Actually,P
(related toA) depends onr (but notω) so that the method gives
“candidate” Lyapunov functions for time-invariantr and possibly
time-varyingω).

4.3.2. Application

In step 1, the computation of eigenvectors leads to

v1 =
h

4
√
r
3
, +

1 − ι̇

2

√
r, − ι̇

2
4
√
r, −1 + ι̇

4

iT

, for σ = σ1,

v2 =
h

4
√
r
3
, −1 + ι̇

2

√
r, +

ι̇

2
4
√
r, +

1 − ι̇

4

iT

, for σ = σ2,

andP−1 =
ˆ
v1, v1, v2, v2

˜−1
is given by

P−1=

2
64

1 1 + ι̇ ι̇ −1 + ι̇
1 1 − ι̇ −ι̇ −1 − ι̇
1 −1 + ι̇ −ι̇ 1 + ι̇
1 −1 − ι̇ ι̇ 1 − ι̇

3
75

“
diag

ˆ
4 4
√
r
3
, 4

√
r, 2 4

√
r, 2

˜”−1

.

Then, Choosing an uniform weightw⋆ = 4
√
r
3
[1, 1, 1, 1]T , the

results of step 4 leads to (22-24) with

W = diag(w), with w=
ˆ
1, 2

√
r, 4r, 8

√
r
3˜T

,

Q = QT =

2
664

1 −√
r 0 2r

∗ 2
√
r −2r 0

∗ ∗ 4r −4
√
r
3

∗ ∗ ∗ 8
√
r
3

3
775 ,

L = [1, 0, 0, 0].

The sub-determinants (18) are given by

d1(Q) = 1, d2(Q) = (2 − √
r)

√
r,

d3(Q) = 8
√
r
3
(1 − √

r) and d4(Q) = 64r3(1 − √
r)2.

They are all strictly positive forr ∈]0, 1[.
Hence, the maximal domain is restored, except the special case

r = 0. Actually, in this case, the power balance based on eigenvec-
tors is degenerated, since eigenvectors becomes all collinear and,
eventually, do no take account of all capacitors anymore.

4.4. Results summary: Passivity and asymptotic stability of
the linearized Moog filter

The previous studies (§ 4.2-4.3) allow to state the following result.
The linearized version of the Moog Ladder Filter (§ 4.1.1) is

strictly passive and its equilibrium point(x, u) = (0, 0) is asymp-
totically stable under one of the following conditions:

case a: for all time-varying parameters(ω, r) lying in

Dnatural = R∗
+ × [0,

5

12
[.

case b: for all time-varying parameterω and time-invariant pa-
rameterr lying in

Dmax = R∗
+ × [0, 1[.
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Moreover, the dynamics of the system fulfills strictly passive power
balances w.r.t. the outputy = ωeφ(x, u), based on adapted Lya-
punov functions given by, for casesη=a andη=b,

Vη
ℓin(x) = wT

η V ℓin(x) (25)

with V ℓin(x) =
h
Vℓin(x1), . . . , Vℓin(x4)

iT

, andVℓin(xk) =
x2

k

2
,

and (10) with1
ω

Pη(x, u) = − eψη(x) + eφη(x, u)Tu

eψη(x) = xTQηx withQη = −1

2

“
WηA+ ATWη

”

eφη(x, u) = Lηx with Lη = BTWη

and whereeψη is positive definite choosingWη = diag(wη) with

wa =[1, 1, 1, 1]T, wb =
ˆ
1, 2

√
r, 4r, 8

√
r
3˜T
, (if r(t)= r(0)=r).

Remark 5 (Local dissipativity). Although the caseη= b gives a
strong result only for a constant parameterr, the study developed
in § 4.3 allows to state a weaker result, including for time-varying
parameters lying inDmax.
Letr ∈ [0, 1[ be a fixed value. Considerℓ=a if r=0, ℓ∈{a, b} if
0< r< 5/12 and ℓ= b if 5/12 ≤ r < 1. Moreover, denote(ω̃, r̃)
the time-varying parameters which monitor the linearized filter,
lying in Dmax. If r̃(t)=r at a timet, then the power balance (10)
is fulfilled at timet.

5. NONLINEAR SYSTEM ANALYSIS

In this section, the passivity and the Lyapunov stability are exam-
ined for the nonlinear system. The study is based on a storage
function which allows to obtain a formulation similar to that of
the linearized system and to take benefit from the results stated in
section 4. The derivations are presented in three steps. First, a re-
markable identity on the feedback loop is exhibited. Second, the
identity is used to reformulate the state-space equation (8) in a way
similar to (12). Third, the storage function, the passivityand the
Lyapunov analysis are presented.

5.1. Step 1: remarkable identity on the feedback loop

From tanh(a+ b) = tanh a+tanh b
1+tanh a tanh b

, we gettanh(u−4rx4) =

− tanh(4rx4)+

`
(1−tanh2(4rx4)

´
tanh u

1−tanh(4rx4) tanh u
which rewrites

tanh(u− 4rx4) = −4 ρr(x4) tanh(x4) + β(rx4, u) u, (26)

where functionsρr andβ are positive regular functions.
The functionρr : R −→ Ir = ρr〈R〉 is defined by

ρr(x4) =
tanh(4r x4)

4 tanh x4
, if x4 6= 0, andρr(0) = r, (27)

whereI0 = {0}, Ir = [r, 1
4
[ if 0 < r < 1

4
, I 1

4
= { 1

4
} andIr =

] 1
4
, r] otherwise (see Fig. 2 for an illustration). Hence, a property

is that, for allx4 ∈ R, if r ∈ [0, 1[ thenρr(x4) ∈ [0, 1[ as well.
The functionβ : R × R → R is defined by

β(z, u) =
1 − tanh2 z

1 − tanhu tanh z
µ(u), (28)

with µ(u) =
tanhu

u
, if u 6= 0, and µ(0) = 1. (29)
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r=0.35
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r=0.75
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r=1

Figure 2: Functionx4 7→ ρr(x4) for several positive values of
r. This function plays the same role (a feedback gain) asr in the
linearized system, for the nonlinear system. Forr = 1.3, the red
part exceeds the stability limit gain value1.

Note that in (28), the first factor is positive, finite and regular (but
not bounded), and thatµ is positive, finite, regular and lower than1
(see Fig. 3 for an illustration), so that functionβ is well-posed.

−15 −10 −5 0 5 10 15
0

0.2

0.4

0.6

0.8

1

µ

u

Figure 3:Functionu 7→ µ(u) defined in (29).

5.2. Step 2: State-space formulation similar to (12)

Using identity (26) in (8) and introducing

Θ(x) = [tanh x1, tanh x2, tanh x3, tanh x4 ]T , (30)

lead to the state-space equation

1

ω

dx

dt
= A Θ(x)+B u (31)

where the matricesA andB are functions of, respectively,ρr(x4)
andβ(rx4, u), which are given by

A=

2
64

−1 0 0 −4ρr(x4)
1 −1 0 0
0 1 −1 0
0 0 1 −1

3
75 and B=

2
64

β(x, u)
0
0
0

3
75. (32)

Remark 6 (Gains). ρr(x4) can be interpreted as a feedback gain
andL(rx4, u) as the input gain.

5.3. Step 3: Storage function, passivity and Lyapunov analysis

Let w ∈ (R∗
+)4, W = diag(w) and consider the storage function

Vnℓ defined as (25) whereVℓin is replaced by (see Fig. 4)

∀xk ∈ R, Vnℓ(xk) = ln cosh(xk). (33)
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Figure 4:Storage functions:Vℓin (- -) defined by (16) is used for
the linearized system analysis andVnℓ (-) (33) for the nonlinear
system analysis.

Remark 7 (FunctionVnℓ). The storage functionVnℓ defined by
(33) does not longer correspond to the energy stored in a capacitor,
except for small signals sinceln cosh x ∼

0

1
2
x2 (see also Fig. 4).

Then, following (31), and asV ′
nℓ(xk) = tanhxk,

1

ω

dVnℓ(x)

dt
=

`
Θ(x)TW

´
f(x, u)

= Θ(x)TW AΘ(x) + Θ(x)TWBu,

so thatPnℓ(x)
ω

= − eψnℓ(x) + eφnℓ(x, u)u where

eψnℓ(x) = Θ(x)TQnℓ(ρr)Θ(x) with Qnℓ = −1

2

`
WA+AW

´
,

eφη(x, u) = Lnℓ(x, u)Θ(x) with Lη = BTW.

As eψnℓ is a quadratic form w.r.t.Θ(x), it is positive definite iff
Qnℓ is a positive definite matrix as well. This property is achieved
as in section 4 forw = wa sinceA is the same matrix asA in
whichr ∈ [0, 5/12[ has been replaced byρr(x4) ∈ [0, 5/12[.

As a consequence, the passivity w.r.ty = ωeφa and the Lya-
punov stability are proved for any time-varying parameter lying in
Dnatural (§ 4.4-caseη = a). Nevertheless, the results of (§ 4.4-
caseη = b) cannot be used here, but only the remark 5, since
ρr(x4) varies withx4 (even for fixedr).

5.3.1. Conclusion

Loosing the result of section 4.4 (caseη = b) for the nonlinear
system appears awkward. In practice, this is compensated bythe
fact that the feedback-loop gainρr (∀r > 0) becomes stabilizing
again for largex4 as soon as it falls under the critical value1 (or
5/12 for Vnℓ with the weightw = [1, 1, 1, 1]), as stated in the
remark below. Finding a constant weightw restoringDmax for the
linear case would solve also the problem for the nonlinear case.

Remark 8 (Stability limit). The stability limit is reached when the
gainρr equals to1, that is, only atx4 = 0 in the case wherer = 1.
But, the morex4 deviates from0, the moreρr(x4) decreases (see
Fig 2) and reinforces the stabilization. In this case,x = 0 is a

limit stable equilibrium point foru = 0. If r ≥ 1, the system
is locally unstable onx4 ∈ {x4 | ρr(x4) > 1} = Ir (see the
red part in Fig. 2), but locally stabilized onR \ Ir· Sincex = 0
is the only equilibrium point foru = 0, the system can become
self-oscillating.

6. NUMERICAL SCHEME AND DISSIPATIVE
BEHAVIOUR

In signal processing, the bilinear transform is an extensively used
numerical scheme. One reason is that it preserves the stability
domain for time-invariant linear filters and usually lead toexpected
behaviours also for some time-varying and nonlinear cases.The
question addressed here is to estimate how this numerical scheme,
used here as in [2, 3], is able to fulfill a power balance close to a
discrete-time (DT) version of (9-11).

For sake of conciseness, the notations used in the following
part aredx

dt
=f(x, u, α) whereα denote the (possibly time-varying)

parametersα=(ω, r) andx(n) denotes the variable at timet=nτ
(rather thanx(nτ )) for the sampling frequencyFs =1/τ .

6.1. Bilinear transform

Applying the bilinear transform to (8) leads to

x(n+1)−x(n) =
τ

2

h
f

`
x(n+1), u(n+1), α(n+1)

´

+f
`
x(n), u(n), α(n)

´i
. (34)

The simulation of the dynamics is processed by computing

x(n+ 1) = x(n) + δ(n), (35)

whereδ(n) is governed by (34) in whichx(n + 1) is replaced
by (35). The computation ofδ(n) is processed either by using a
Newton-Raphson algorithm [14] or by approximating the solution
by that of the first order Taylor expansion (w.r.t.δ(n)) of its gov-
erning equation, that is,

δ(n) =
τ

2

h
I4 − τ

2
∂(xT )f

`
x(n), u(n+1), α(n+1)

´i−1

×
h
f

`
x(n), u(n), α(n)

´
+ f

`
x(n), u(n+1), α(n+1)

´i
. (36)

In practice, the latter solution is accurate if the cutoff frequency is
sufficiently low (ω/(2π) ≪ Fs/2). In this case, the computation
cost can still be reduced without deteriorating the result by replac-

ing the last factor of (36) byf
“
x(n), u(n+1)+u(n)

2
, α(n+1)+α(n)

2

”
.

6.2. Discrete-time power balance and dissipated contribution

The passivity is examined for the storage functiondVnℓ(x)
dt

=

wT dV nℓ(x)

dt
with V nℓ(x) = [Vnℓ(x1), . . . , Vnℓ(x4)]

T. Following

(34-35), a DT version ofdVnℓ(xk)
dt

=V ′
nℓ(xk) dxk

dt
is

Vnℓ

`
xk(n+1)

´
− Vnℓ

`
xk(n)

´

τ
= ∆V

`
xk(n), δk(n)

´ δk(n)

τ
,

∆V
`
ξ, δ

´
=
Vnℓ(ξ+δ) − Vnℓ(ξ)

δ

“
−→
δ→0

V ′
nℓ(ξ) = tanh ξ

”
,

whereδ(n) is computed using (34-35).
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To characterize the dissipativity in the sense of this DT power
balance, the associated functionψd must be identified. This can
be done remarking that, according to (10-11), functionsψ(x,α) =
wTψ(x) andφ(x, u, α) = wTφ(x, u, α) are here formally com-
puted withψk(xk, α) = −V ′

nℓ(xk)f(x, 0, α) andφk(x, u, α) =h
V ′

nℓ(xk)fk(xk, u, α) + ψ(xk, α)
i
/u. The looked-for DT ver-

sions are then given by replacingV ′
nℓ by δV and occurrences off

by their corresponding averages at samplesn andn+1. The DT
dissipated contributionψd computed in this way is given by

ψd
“
x(n), δ(n);α(n), α(n+1)

´
= −∆V

`
x(n), δ(n)

´T ×

diag(w)× f
`
x(n), 0, α(n)

´
+ f

`
x(n)+δ(n), 0, α(n+1)

´

2
. (37)

with ∆V
`
x, δ

´
=

ˆ
∆V (x1, δ1), . . . ,∆V (x4, δ4)

˜T
and makes

sense. It yields a DT Lyapunov principle foru = 0 if ψd ≥ 0:

Vnℓ

`
xk(n+1)

´
− Vnℓ

`
xk(n)

´
=−τ ψd

“
x(n), δ(n);α(n), α(n+1)

´
.

The positivity domain ofψd is not straightforward to exhibit even
for constant parameters(ω, r): in this case,ψ can be written as
a quadratic form w.r.t.θ(n) + θ(n+1) but with a weight matrix
which depends on the time, as stated in the following remark.

Remark 9. For constant parameters,ψ is a quadratic function
w.r.t. T (ξ, δ) =

`
tanh(ξ+ δ) + tanh ξ

´
/2. This is obtained

rewriting ∆V
`
ξ, δ

´
= F (ξ, δ)T (ξ, δ) where the introduced func-

tion F can be interpreted as a correction factor due to the time-
discretization. This factor is proved to be larger than1 and such
thatF (ξ, δ) −→

δ→0
1.

6.3. Simulations and results

Simulations presented below are performed using (36) withFs =
48kHz. The input is a linear sweepu(t)= a sinφ(t) with φ(t)=

2π
`
f−t + f+−f−

2t⋆ t2
´

starting with frequencyf− = 50 Hz and
ending withf+ =2 kHz att⋆ =0.1 s. Three amplitudes are tested:
a=0.01 (very linear limit, except if the resonance is high),a=1
(medium nonlinear dynamics) anda = 5 (highly nonlinear dy-
namics). The cutoff frequency isfc =1 kHz.

For r ≤ 5/12 (low resonance and limit of the proved passiv-
ity for the linear approximation of the filter, see § 4.2.2), the DT
passivity is unconditionally satisfied (ψd ≥ 0) for the indicatorψd

built with the weightw = wa (energy stored in capacitors).
For 5/12 < r < 1, this is no longer the case but the DT

passivity is still mostly fulfilled for the indicatorψd built with the
weightwb(r). The dissipativity violation can be appreciated in
Fig. 5 forr=0.7 (high resonance) andr=1.1 (non asymptotically
stable domain).

Note that, even in the latter case (r > 1), x4 does not diverge.
For the very low amplitude (a = 0.01), a self-oscillation appears,
as for the analog circuit. For larger amplitudes, the filter is driven
by the input so that no self-oscillation appear.

Hence, the bilinear transform has not proved to guarantee the
passivity. However, this numerical study shows its relevance and
its ability to capture some of the characteristic and expected be-
haviours of the Moog filter.

7. CONCLUSIONS AND PERSPECTIVES

In this paper, the passivity analysis of the Moog Ladder Filter cir-
cuit has been examined. Three families of candidate Lyapunov
functions have been proposed for the linearized and the nonlin-
ear versions of the system: in the linear case, the natural energy
stored in capacitors and an adapted weighted sum of the energies
conveyed by eigenvectors and, in the nonlinear case, an adaptation
of elementary storage functions. The first one guarantees the pas-
sivity for any time-varying parameters on a restricted domain. The
second one recovers the optimal stability domain for time-invariant
feedback-loop gains in the linear case. The third one generalizes
these results to the nonlinear case in an exact way for the first one,
but it only gives some clues for the characterization of the optimal
domain. Finally, these results have allowed to derive an dissipa-
tivity indicator for discrete-time simulations based on the bilinear
transform.

The analysis of simulations reveals that the bilinear transform
does not guarantee the dissipativity of the nonlinear filterif gainsr
are larger than5/12 (whether time-varying or not). However, even
in this case, the dissipativity condition stays mostly fulfilled and
simulations show that the bilinear transform generates theknown
characteristic behaviours of the Moog filter.

As a consequence, the main perspective of this study con-
sists in deriving refined storage functions and a specific numerical
scheme that (both) guarantee a dicrete-time passivity. Conserva-
tive schemes (which preserve the energy of conservative systems
and Hamiltonian systems) based on variational approaches have
been developed [15] and are still an active field of research.They
can reveal to be relevant also when they are applied to lossy ver-
sions of originally non-lossy problems (see e.g. [9, Apdx. A1]).
Another perspective is concerned with the derivation of explicit
schemes preserving the passivity. Finally, a deeper study on the
time variation effects of parameterr>5/12 should be carried on.
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Figure 5:Compilation of simulations ofx4 (filter output) and ofψd with the weightswa andwb(r). The dissipativity violation corresponds
to ψd < 0 (associated samples are marked in red forwa and in magenta forwb). As expected, there are very few marked samples for
r = 0.7. The time at whichfsweep(t) = fc is t = 48.7 ms.

[7] T. Hélie, “On the use of Volterra series for real-time simula-
tions of weakly nonlinear analog audio devices: application
to the Moog ladder filter,” inDAFx, Montréal, Québec, 2006,
vol. 9, pp. 7–12.

[8] T. Hélie, “Volterra series and state transformation forreal-
time simulations of audio devices including saturations: ap-
plication to the moog ladder filter,”IEEE Transactions on
Audio, Speech and Language Processing, vol. 18-4, no. 4,
pp. 747–759, 2010.

[9] S. Bilbao and J. Smith, “Energy-conserving finite difference
schemes for nonlinear strings,”Acta Acustica, vol. 91, pp.
299–311, 2005.

[10] S. Bilbao, “A family of conservative finite difference
schemes for the dynamical von karman plate equations,”Nu-
merical Methods for Partial Differential Equations, vol. 24,
no. 1, pp. 193–216, 2008.

[11] J. Chabassier and P. Joly, “Energy preserving schemes for
nonlinear hamiltonian systems of wave equations. applica-
tion to the vibrating piano string,”Computer Methods in
Applied Mechanics and Engineering, pp. 2779–2795, 2010.

[12] F. Fontana and M. Civolani, “Modeling of the EMS VCS3
voltage-controlled filter as a nonlinear filter network,”IEEE
Transactions on Audio, Speech, and Language Processing,
vol. 18, no. 4, pp. 760–772, 2010.

[13] H. K. Khalil, Nonlinear systems, Prentice Hall, Upper Saddle
River, NJ 07458, 3rd ed. edition, 2002.

[14] J. Stoer and R. Bulirsch,Introduction to Numerical Analy-
sis, Springer-Verlag Inc.; Édition : 3rd Revised edition, New
York, 3rd edition, 2002.

[15] E. Hairer, C. Lubich, and G. Warner,Geometric Numerical
Integration, Springer, 2002.

DAFX-8

Proc. of the 14th International Conference on Digital Audio Effects (DAFx-11), Paris, France, September 19-23, 2011

DAFx-52


